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Abstract
Parks are essential spaces for promoting urban health, and recom-
mender systems could assist individuals in discovering parks for
leisure and health-promoting activities. This is particularly impor-
tant in large cities like London, which has over 1,500 named parks,
making it challenging to understand what each park offers. Due
to the lack of datasets and the diverse health-promoting activities
parks can support (e.g., physical, social, nature-appreciation), it is
unclear which recommendation algorithms are best suited for this
task. To explore the dynamics of recommending parks for specific
activities, we created two datasets: one from a survey of over 250
London residents, and another by inferring visits from over 1 mil-
lion geotagged Flickr images taken in London parks. Analyzing the
geographic patterns of these visits revealed that recommending
nearby parks is ineffective, suggesting that this recommendation
task is distinct from Point of Interest recommendation. We then
tested various recommendation models, identifying a significant
popularity bias in the results. Additionally, we found that personal-
ized models have advantages in recommending parks beyond the
most popular ones. The data and findings from this study provide
a foundation for future research on park recommendations.
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1 Introduction and Background
With increasing urbanization [17], populations grow, and so does
the need for spaces where people can relax and play. Parks are
urban spaces for such activities, and they support public health
and well-being [30, 32], particularly for elderly and individuals
from socioeconomically disadvantaged backgrounds [10, 20]. Given
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the numerous advantages of parks, it is important to make them
accessible to all citizens. Understanding what each park offers can
be overwhelming, especially in large cities such as London. A way
of helping citizens navigate this challenge is through recommender
systems that can aid in understanding which parks are available for
their needs. However, it is unclear what kind of recommendation
algorithms are well-suited for park recommendations, so that each
park may be recommended for various activities.

To tackle this gap, we introduce and study the intricacies of
park recommendations, with the main purpose of supporting the
promotion of urban health. We treat parks as items, and state the
problem as follows: a user wants to do a certain activity in a park,
but it is unknown which park would be suitable for this activity.
The recommender system should infer the user’s preferences from
previous visits and recommend parks that are most suitable. Our
main contributions are as follows:
1. Creating datasets for park recommendation. Given the
absence of datasets for our task, our first contribution was to cre-
ate datasets of park visitations by profiling London parks. Cities or
other urban areas have been characterized in several ways, for exam-
ple, by capturing the vibe of neighborhoods in different cities [19],
comparing data sources to capture the touristic experience [8] or
the smell and soundscape of cities [2, 23]. However, when it comes
to parks, specifically, we did not identify research to character-
ize them in meaningful ways that would allow for using them in
a recommender system. To advance beyond previous work [22]
and support the goal of promoting urban health, we decided to
characterize parks by the health-promoting activities they offer to
citizens. We found the taxonomy of activities in parks introduced
by previous work [9] suitable for park recommender systems. This
taxonomy, based on a literature survey on health-promoting activi-
ties and an expert panel, introduced five distinct activity categories:
cultural, environmental, nature-appreciation, physical, and social.
We then gathered and released1 two distinct sets of user preference
data (section 2), one from a survey, and one from geo-located Flickr
images.
2. Evaluating baseline recommendation models. Analyzing
these data sets, we found that the geographic patterns of park visits
differ from those of POIs in a way that park visits are not highly
local. This limits the adoption of POI recommendation algorithms.

1https://github.com/LinusDietz/park-recommendation-datasets/tree/recsys-lbr
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In response to this finding, we designed a series of offline recom-
mendation experiments to understand the factors that influence
the quality of park recommendations, especially regarding recom-
mending different activities. Thus, the second contribution of this
paper is an exploratory analysis and evaluation of existing methods
(section 3). We found that recommending nearby parks as done
by techniques for recommending POIs is not effective. Our follow-
up analysis of five widely used recommendation models revealed
a significant popularity bias in the recommendations, requiring
managing popularity bias to make for personalized models compet-
itive [1].

2 Datasets for Park Recommendation
Parks are urban spaces with a wide array of offerings to different
users and even the same user in different situations depending
on their activities, such as sports or enjoying nature. To evaluate
activity-aware park recommendations, we first needed a dataset for
these recommendations. As such data does not exist, we established
two complementary data sets for our evaluations. The first is a
survey-based dataset, where we asked citizens to name parks they
find suitable for doing certain activities. The second is based on a
large-scale image data set from Flickr, which we processed into an
implicit feedback recommendation dataset of park visits.

2.1 Survey on Parks for Different Activities
In an online survey, we asked Londoners about suitable parks for
performing each of the five activity categories from a taxonomy of
health-promoting activities [9]. The main questions were phrased
as: “Can you name several parks suitable for physical activities (e.g.,
sports)?”, with equivalent phrasing for other the activities.

We recruited the participants using the first author’s institutional
research recruitment portal (𝑛 = 81), as well as through Prolific
(𝑛 = 178). The participants (F: 48%, M: 41%, O: 11%) were informed
about the purpose of the survey, the voluntary nature of their
participation, and the scope of the data collection. The average
age was 36.2 ± 10.94 and the home locations of the respondents
were uniform across Greater London, with the exception that only
a few were from the centrally located City of London. Finally, we
asked people for a park close to their homes, which we could use
as an instructional manipulation check in conjunction with the
reported postal area and an attention check, where in one of the
steps, we asked to select ‘Hyde Park’ instead of naming parks
suitable for a certain activity. The data collection was registered
as a minimal-risk study at the first author’s institutional review
board. After having removed the answers of users who failed any
attention check, we interpreted each park of the survey as a signal
that the user finds it suitable for the respective activity. To establish
a uniform terminology, we use the term visit for each mention by a
participant of a park in the rest of the paper.

2.2 Geotagged Images from Flickr
Since its inception in 2004, Flickr has gained considerable popularity
for sharing photography, accumulating billions of images. Notably,
many of these images have been precisely geo-located, thanks to
the utilization of the (phone) camera’s GPS module. We utilized a

substantial dataset, collected using Flickr’s API, comprising geo-
located images posted between 2004 and 2015 to record park visits.
By intersecting the 12 million images with the park outlines as
defined in OpenStreetMap (OSM), we identified individual visits
to parks in London. Note that we only analyzed named parks, as
unnamed parks are quite small in size, are typically not under
active maintenance, and without a name are cumbersome to refer
to. Following several pre-processing steps, we converted these visits
into a useful and realistic dataset for park recommendations.

First, we selected all images of a user within London and com-
puted the centroid from these to estimate the user’s center of life
within the city, which has been shown to approximate the home
location [21]. In the next step, we used OSM to gather the shapes of
all parks in London and discarded all images that were not within
the park boundaries. This left us with 1,065,197 individual park
visits. As we are interested in specific activities of the user, we
analyzed two types of tags the images were partially annotated
with: user-generated tags and computer vision labels from a com-
puter vision algorithm [28]. To match these tags to activities, we
employed Sentence-BERT [24] for text embeddings. For this, we uti-
lized a lexicon of amenities and spaces found in parks [9] to match
them with the Flickr tags. After embedding the OSM tags using the
all-mpnet-base-v2 model, we matched each Flickr label to the
closest OSM tag in the embedding space using cosine distance as
the similarity measure and a similarity threshold of at least 0.7. This
approach helped us avoid matching Flickr labels that did not have
meaningful OSM counterparts. We manually confirmed the agree-
ment of the 20 most frequent Flickr tags to activities using three
expert annotations aggregated using majority voting. The agree-
ment was 82%, which is highly accurate given that the matchings
are only based on individual tags.

The outcome was that we annotated all labels attached to an im-
age with an activity. For example, if the labels were [‘sunshine’,
‘volleyball’, ‘pond’], we would discard sunshine, as it is unre-
lated to any activities, and count the other to tags towards physical
and nature-appreciation, respectively, using a relative frequency
count of 0.5 for physical and 0.5 for nature-appreciation. Doing so
for all images, we could then subdivide them into visits to parks and
infer the activity that the user was involved in. To prevent recording
spurious activities, we only assigned an image to an activity if the
relative frequency count is at least 0.5.

In this way, we obtained an implicit feedback dataset from Flickr,
which records visits of a user to parks and also contains information
about which activity the user was interested in when capturing the
photo. As we were interested in recommending novel items to a
user, we removed all duplicate visits to a park for one activity.

2.3 Dataset Characteristics
Table 1 shows the data characteristics of the two datasets. The
survey dataset has a drawback in terms of the number of users
and visits but has a manageable density of around 2%. The Flickr
dataset has an order of magnitude larger size, but its density is
very low, ranging from 0.21% (nature-appreciation) to 0.62% in the
environmental category, albeit with only 189 distinct park visits
recorded for this activity. Still, the city-level density of the Flickr
dataset is comparable to that of POI recommendation datasets [27].
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Table 1: Characteristics of the datasets (Survey on the left, Flickr on the right). VPU – visits per user, VPP – visits per park.

Survey Users Parks Visits Density % VPU VPP 𝛼 Flickr Users Parks Visits Density % VPU VPP 𝛼

Cultural 208 97 501 2.4831 2.4087 5.1649 1.90 Cultural 6132 655 10426 0.2596 1.7003 15.9176 2.33
Env. 178 125 347 1.5596 1.9494 2. 2.03 Env. 420 189 490 0.6173 1.1667 2.5926 2.06
Nature 249 146 630 1.7330 2.5301 4.3151 2.02 Nature 10203 821 17692 0.2112 1.7340 21.5493 2.22
Physical 252 203 947 1.8512 3.7579 4.6650 2.04 Physical 4743 628 7202 0.2418 1.5184 11.4682 1.99
Social 248 156 882 2.2798 3.5565 5.6538 1.94 Social 3919 510 5626 0.2815 1.4356 11.0314 2.1

Analyzing the geographical aspects of visiting parks reveals
different patterns of visits for distinct activity categories. We fit a
scaling factor 𝛼 for the distances between the users’ home/center
location and the visited parks [26]:

𝑝close =
1

𝑑𝛼𝑢,𝑝
,

where 𝑑𝑢,𝑝 is the distance between the user’s location (home post-
code in the survey, center of geographic interest in Flickr) and the
centroid of the visited park. To derive the probability distribution,
we used a bin width of 1km. We then fit the scaling factor 𝛼 , tabu-
lated in the last columns of Table 1, for the probability of traveling
a certain distance for a certain activity. The results reveal that using
the center of geographic interest is likely not a good proxy for
home location as the resulting values were smaller compared to the
survey and inconclusive regarding the distances traveled to visit
a park for a certain activity. Hence, we focused on the results in
the survey dataset. The higher the value of 𝛼 , the less significant
distance becomes in deciding to visit a park for this activity [26]. In
the survey, we found that 𝛼 is highest for cultural activities. This
result is logical, as fewer parks offer high-quality cultural experi-
ences like museums, artwork, and concerts, making people willing
to travel longer distances for these activities. Moreover, specific
cultural events in these parks might be occasional rather than con-
tinuous. Conversely, 𝛼 was lowest for environmental and physical
activities, which also makes sense since people prefer cultivating
city plots nearby for frequent visits and find it easier to engage in
sports in nearby parks.

These findings revealed the advantages and shortcomings of the
two park recommendation datasets we created. Specifically, while
our survey dataset is highly accurate, the Flickr dataset is about
12 times larger. However, besides having less accurate user home
locations, it also has a more imbalanced distribution of activities,
with very few images depicting environmental activities.

3 Evaluation
The goal was to find out which algorithms and strategies lead to the
best recommendation quality for recommending parks for a specific
activity. We treat this problem as an implicit feedback recommen-
dation problem and our experiments aim to uncover what are the
most influential factors to compute high-quality park recommen-
dations. The following experiments are conducted using Elliot [4]
to enable reproducible evaluation in terms of preprocessing steps,
recommendation models, and evaluation metrics.

3.1 Selecting Recommendation Models
To understand park recommendations, we needed models that are:
(i) suitable for small datasets (since the number of parks in a city
limits the dataset size), (ii) interpretable (enabling straightforward
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Figure 1: Recommendation accuracy (nDCG@5) depends on
the percentage (x-axis) of distant parks included (survey).

explanations for recommendation performance), and (iii) perform
competitively [11]. This led to the choice of the following models:
MostPop [6], User/Item-KNN [3], SVD [16], and BPRMF [25].
We also considered the latest deep learning-based recommendation
algorithms and established tensor factorization techniques [13, 14].
However, these were excluded due to their black-box nature or
unsuitability for smaller datasets, which need to scale with model
complexity [31]. Additionally, we disregarded POI algorithms, as
their geographic assumptions did not align with our task.

3.2 Training–test Split
Due to the small size of the datasets, we performed a leave-one-
out split on a user basis, where one random visit per activity was
reserved for the test set. We acknowledge that a temporal split of a
certain number of interactions per user would have been preferable,
but considering the data characteristics (Table 1), particularly the
low number of visits per user, this was not viable.

3.3 Results
(1) Recommending nearby parks (as done by techniques for recom-
mending POIs) is not effective. In the first step, we expanded on the
analysis of geographic influences in §2.3 by examining how recom-
mendation accuracy is affected by including parks at increasingly
greater distances from the user’s home. For each user, we subdi-
vided parks into 4 quartiles based on the distance to the users’ home
location. To ensure an accurate home location was used in this ex-
periment, we only used the survey dataset, where this information
was available. We then ran the recommendation experiments four
times, each time with one more quartile of parks being available
for recommendation. To eliminate the effects of different sizes of
possible items, we randomly subsampled the number of interactions
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Figure 2: Recommendation accuracy (nDCG@5) is highest
for recommendation models influenced by popularity.

to be equal to the first quartile. We repeated the experiments 100×
to average out the influences from the subsampling.

With increasingly more distant parks in the candidate pool, we
observe an increase in the average recommendation accuracy for
the five activity categories until the 75% quantile, and smaller gains
or even worsening afterward when including more distant items
(Figure 1). Especially, the first quartile of parks seems to include
very few relevant parks that can be recommended with abysmal
recommendation accuracy of an nDCG@5 < 0.05. Overall, MostPop
performs best, while User-KNN slightly outperforms Item-KNN.
The matrix-factorization algorithms BPRMF and SVD follow a simi-
lar pattern but seem to suffer from the small number of interactions
compared to the other models. This finding is highly relevant for
the upcoming experiments, as it shows that including distant parks
up to Q3 improves the accuracy of the recommendations, which is
in violation of the basic assumption of POI recommendation models
that incorporate geographic proximity into their scoring [27].

(2) Recommending default (popular) parks is effective. We now turn
our attention to recommending parks for individual activities, by
subdividing the test set interactions by activity (Figure 2). In the
Flickr dataset, the Item-based KNN, MostPop, and BPRMF methods
generally performed best, with SVD and User-KNN consistently
being in the range of 0.08 – 0.1. Activity-wise, the highest accu-
racy was achieved in nature-appreciation and social activities. In
the survey dataset, MostPop was best for cultural, physical, and
social activities, but is beaten in the environmental and nature-
appreciation categories by User-KNN. BRPMF and Item-KNN were
also competitive leaving SVD as the only model that fails to pro-
duce high-quality recommendations. In this dataset, the highest
NDCG@5 was achieved in the recommendations for cultural activ-
ities, followed by social.

Assessing the Popularity Bias of the recommended items (cf.
Figure 3) using the Average Ranking Popularity [1], we observed a
clear trend that the recommended items by MostPop and BPRMF
are highly popular, whereas Item-KNN provided good recommen-
dations, especially in the Flickr dataset without an over-reliance
on popular items. This phenomenon of popularity bias is likewise
prevalent in POI recommendation [1, 27], where a common strategy
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Figure 3: Popularity Bias (y-axis) in the recommendations
of different recommendation models. BPRMF and MostPop
rely on recommending highly-popular parks questioning
the usefulness of these recommendations.

is to remove a certain portion of the most popular items to increase
the value of the resulting recommendations to the user [7, 27].

(3) After disregarding highly popular parks, personalized recommen-
dation models consistently outperform non-personalized models. Re-
moving the most popular parks, i.e., those visited by the highest
number of different users, led to an even more difficult recommen-
dation problem as the sparsity is further increased. However, the
recommendation problems become more realistic and the useful-
ness of the recommendations for the user typically increases [12].
Experimenting with dropping different amounts of the most popu-
lar parks, we chose 0.5% as the threshold. Evenwith this tiny portion
removed, we observed a change in the ranking of the results, with
neighborhood-based models outperforming popularity-influenced
methods such as MostPop and BRPMF.

We interpret this finding as follows: removing the obvious parks
leads to a more realistic recommendation problem, and the user and
item-based neighborhood models are best suited for these small
but sparse cold-start recommendation problems [18]. The success
of the Item-KNN model in the Flickr dataset and the User-KNN in
the survey can be explained by the high number of visits per park
and visits per user, respectively (cf. Table 1). Surprisingly, SVD was
consistently outperformed, which appears to be a consequence of
the small size of the datasets coupled with their sparsity.

4 Conclusions and Future Work
In this paper, we did an initial investigation into park recommenda-
tion, which seems to differ from POI recommendations in two key
aspects. Each park supports various health-promoting activities
and the geographic factors play a different role in park recommen-
dations compared to standard POIs recommendation. After creating
two datasets (survey and Flickr), we analyzed park recommender
system requirements, noting the significance of distant parks and
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Figure 4: Recommendation accuracy (nDCG@5) after drop-
ping the top 0.5% most popular parks. The popularity-
influencedmethods (BPRMF andMostPop) are outperformed
by neighborhood-based models for most activities.

challenges with sparsity and popularity biases of park visits. After
mitigating popularity bias, neighborhood models performed well
in our recommendation experiments, with User-KNN and Item-
KNN outperforming alternatives in the survey and Flickr datasets,
respectively. Building on our initial findings, it would be worth-
while to analyze the park recommendation task with larger datasets
in various cities and explore potentially further data sources be-
yond a survey and geotagged images. Larger datasets would provide
chances to test more sophisticatedmodels, such as deep or reinforce-
ment learning, while more cities and data sources would improve
the generalizability of the findings. Furthermore, user studies need
to be conducted to understand human aspects like presentation and
reception of recommendations, which will be crucial for real-world
effectiveness [15]. Park recommendations can play a pivotal role
in enhancing urban health by decreasing information barriers and,
thus, improving the accessibility of parks [5] especially for vulner-
able communities, which is a central pillar of the UN Sustainability
Development Goals [29].
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