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Model Description
Stable Beluga 2 is a Llama2 70B model finetuned on an Orca style Dataset. This repository contains 
the model from the stabilityai/StableBeluga2 repository with the following changes:
-Storing weights in bfloat16 instead of float32. This leads to 2x smaller files and a small quality loss, 
which is not significant compared to the loss caused by NF4 quantization used in Petals by default.
-Storing weights in small shards. Each transformer block is stored in its own shard (1.71 GB each). 
The input and output embeddings and adjacent layernorms are in a separate shard (1.05 GB) too. 
This way, Petals clients and servers don't have to download any excess data besides the layers they 
actually use.
-Using Safetensors instead of Pickle. This allows faster loading with smaller RAM requirements.

petals-team / StableBeluga2

Training Dataset
Stable Beluga 2 is trained on our internal Orca-style dataset. Training data is a synthetic dataset 
that was created to enhance the small model’s reasoning abilities. The dataset comprises a 
diverse collection of tasks aimed at training AI models across various domains, focusing on 
cautious reasoning and alignment with ethical guidelines. It includes approximately 602,000 
zero-shot queries grouped into 23 categories and 126 sub-categories, each sharing a common 
instruction format to promote consistency. The dataset also features 55,000 few-shot samples to 
encourage the model's ability to learn from context, around 160,000 math problems sourced from 
a variety of existing datasets, and 2,000 synthetically generated conversations between doctors 
and patients designed to test the model's specialized skills.

Model Details
Developed by: Stability AI
Model type: Stable Beluga 2 is an auto-regressive language model fine-tuned on Llama2 70B.
Language(s): English
Library: HuggingFace Transformers
License: Fine-tuned checkpoints (Stable Beluga 2) is licensed under the STABLE BELUGA 
NON-COMMERCIAL COMMUNITY LICENSE AGREEMENT
Contact: For questions and comments about the model, please email lm@stability.ai

Responsible AI Considerations
Beluga is a new technology that carries risks with use: 
-Testing conducted to date has been in English, and has not covered, nor could it cover all scenarios.
-Beluga's potential outputs cannot be predicted in advance (as with all LLMs), and the model may in 
some instances produce inaccurate, biased or other objectionable responses to user prompts.

Intended Uses
The pretrained-only model can be used for prompting for evaluation of downstream tasks as well as 
text generation. In addition, the model can be fine-tuned on a downstream task. For all other 
checkpoints, please have a look at the model hub.

Therefore, before deploying any applications of Beluga, developers should perform safety testing 
and tuning tailored to their specific applications of the model. 

Responsible AI Considerations
Beluga is a new technology that carries risks with use: 
-Testing conducted to date has been in English, and
has not covered, nor could it cover all scenarios.
-Beluga's potential outputs cannot be predicted in
advance (as with all LLMs), and the model may in 
some instances produce inaccurate, biased or other 
objectionable responses to user prompts.

Intended Uses
The pretrained-only model can be used for prompting 
for evaluation of downstream tasks as well as text 
generation. In addition, the model can be fine-tuned on 
a downstream task. For all other checkpoints, please 
have a look at the model hub.

Therefore, before deploying any applications of 
Beluga, developers should perform safety testing and 
tuning tailored to their specific applications of the 
model. 

TYPICAL MODEL CARD RiskRAG REPORT

Model Description
Stable Beluga 2 is a Llama2 70B model finetuned on an Orca style Dataset. This repository contains 
the model from the stabilityai/StableBeluga2 repository with the following changes:
- Storing weights in bfloat16 instead of float32. This leads to 2x smaller files and a small 

quality loss, which is not significant compared to the loss caused by NF4 quantization 
used in Petals by default.

- Storing weights in small shards. Each transformer block is stored in its own shard (1.71
GB each). The input and output embeddings and adjacent layernorms are in a separate 
shard (1.05 GB) too. This way, Petals clients and servers don't have to download any 
excess data besides the layers they actually use.

- Using Safetensors instead of Pickle. This allows faster loading with smaller RAM 

petals-team / StableBeluga2

Training Dataset
Stable Beluga 2 is trained on our internal Orca-style dataset. Training data is a synthetic dataset 
that was created to enhance the small model’s reasoning abilities. The dataset comprises a 
diverse collection of tasks aimed at training AI models across various domains, focusing on 
cautious reasoning and alignment with ethical guidelines. It includes approximately 602,000 
zero-shot queries grouped into 23 categories and 126 sub-categories, each sharing a common 
instruction format to promote consistency. The dataset also features 55,000 few-shot samples to 
encourage the model's ability to learn from context, around 160,000 math problems sourced from 
a variety of existing datasets, and 2,000 synthetically generated conversations between doctors 
and patients designed to test the model's specialized skills.

Model Details
Developed by: Stability AI
Model type: Stable Beluga 2 is an auto-regressive language model fine-tuned on Llama2 70B.
Language(s): English
Library: HuggingFace Transformers
License: Fine-tuned checkpoints (Stable Beluga 2) is licensed under the STABLE BELUGA 
NON-COMMERCIAL COMMUNITY LICENSE AGREEMENT
Contact: For questions and comments about the model, please email lm@stability.ai

Summary of Model Risks by Example Uses
We identified 14 potential model risks and 
18 mitigation strategies       for 4 potential model usesM

Applicable to the use
Not applicable to the use
Risk resulted in real-world harm*

Risks

R1

R2

R6

R7

R3

R4

R8

R5

Carries biases present in the source data

Exhibits unreliable, unsafe or other undesirable 
behaviors

Acts as 'black boxes' making it difficult to comprehend 
rationale behind outputs

Reflects offensive or biased content in 
model generated text despite finetuning

Exhibits limited real-world understanding

Limits accuracy in areas underrepresented in the 
training dataset

Fails to cover all scenarios

Facilitates the spread of misinformation by fabricating 
content making it unreliable for critical decisions

R9 Harms economic interests of content creators by using 
their work without compensation

R11 Increases psychological harm by exposing users 
to graphic and explicit content

R10 Harms individuals' reputations by potentially 
revealing private medical information

R12 Infringes data protection laws by using sensitive 
data without proper authorization

R13 Undermines trust in AI systems by mishandling 
sensitive personal data

R14 Underperforms in non-English languages
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Mitigations for Risks

Capability risk Representation and toxicity harms

R1

R2 Exhibits unreliable, unsafe or other undesirable behaviors

Reflects offensive or biased content in model generated 
text despite finetuning

Perform safety testingM

Prevent harmful responsesM

Avoid using models unsuitable for your applicationM

Tune model to specific applicationsM

Run your own suite of testsM

Be mindful of potential issues in generated responsesM

Exercise caution when using models 
in production systems

M

Leverage various content moderation servicesM

Capability risk Information and safety harms

Perform safety testingM

Prevent harmful responsesM

Avoid using models unsuitable for your applicationM

Capability risk Representation and toxicity harms

R13 Undermines trust in AI systems by 
mishandling sensitive personal data

Benefit from safety guardrailsM

R14 Underperforms in non-English languages

Human interaction risk Information and safety harms

Leverage various content moderation servicesM

Follow better regulations and standards 
from technology leaders

M

Correct through evaluation and fine-tuning 
prior to deployment

M

Requires detailed studies for better quantification of risksM

Need additional analysis to assess potential harm or biasM

Intended Uses
The pretrained-only model can be used for prompting for 
evaluation of downstream tasks as well as text generation. 
In addition, the model can be fine-tuned on a downstream 
task. For all other checkpoints, please have a look at the 
model hub.

Purpose: Recommending personalized content
Capability: Analyzing preferences for suggestions
AI User: Streaming platforms
AI Subject: Content consumers
Domain: Recommender Systems and Personalization

Details of the Example Uses

Purpose: Creating personalized ad campaigns
Capability: Analyzing user behavior from social media posts 
AI User: Marketing agencies
AI Subject: Consumers
Domain: Marketing and Advertising 

Purpose: Personalizing learning experiences 
Capability: Analyzing student performance 
and tailoring content 
AI User: Educational platforms 
AI Subject: Students  
Domain: Education and vocational training 

Purpose: Assisting in medical diagnoses
Capability: Analyzing patient data and suggesting conditions
AI User: Healthcare professionals 
AI Subject: Patients
Domain: Health and Healthcare

U2

U3

U4

U1

...

A B C

Figure 1: Comparison of a typical model card (left), which omits risk discussions (86% do so), with a report generated using
RiskRAG (right). The RiskRAG report includes exemplarymodel uses (A), a summary of risks by use case (B), and corresponding
mitigations (C).

Abstract
Risk reporting is essential for documenting AI models, yet only 14%
of model cards mention risks, out of which 96% copying content
from a small set of cards, leading to a lack of actionable insights.
Existing proposals for improving model cards do not resolve these
issues. To address this, we introduce RiskRAG, a Retrieval Aug-
mented Generation based risk reporting solution guided by five de-
sign requirements we identified from literature, and co-design with
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16 developers: identifying diverse model-specific risks, clearly pre-
senting and prioritizing them, contextualizing for real-world uses,
and offering actionable mitigation strategies. Drawing from 450K
model cards and 600 real-world incidents, RiskRAG pre-populates
contextualized risk reports. A preliminary study with 50 developers
showed that they preferred RiskRAG over standard model cards,
as it better met all the design requirements. A final study with
38 developers, 40 designers, and 37 media professionals showed
that RiskRAG improved their way of selecting the AI model for
a specific application, encouraging a more careful and delibera-
tive decision-making. The RiskRAG project page is accessible at:
https://social-dynamics.net/ai-risks/card.
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CCS Concepts
• Human-centered computing → Empirical studies in collab-
orative and social computing; • Computing methodologies
→ Artificial intelligence; Machine learning.
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1 Introduction
As artificial intelligence (AI) becomes increasingly pervasive, iden-
tifying and reporting potential risks of an AI model is essential for
its responsible and trustworthy development and use [18]. Ensur-
ing AI safety is shared among stakeholders in the AI lifecycle [53].
By systematically reporting risks, AI developers can tackle ethical
issues like fairness, accountability, and bias [32, 70], aligning AI
models with societal values and reducing harm. Sharing risks and
mitigation strategies enables application developers and organiza-
tions to enhance the safety and reliability of AI technologies. Lastly,
transparent risk reporting helps consumers and technology users
understand the potential risks of AI systems, enabling informed de-
cisions [22], while also addressing broader societal considerations
[71], and supporting compliance with regulatory frameworks such
as the EU AI Act [14] and the U.S. AI Bill of Rights [30].

Model cards have become a de facto standard for reporting on
AI models, widely adopted by both major tech companies and indi-
vidual AI developers alike. For instance, HuggingFace1, one of the
most popular model repository platforms, hosts 750K AI models,
with 450,000 of them featuring model cards. Initially proposed by
Mitchell et al. [48], model cards were introduced to standardize
ethical reporting, clarify intended uses, and document the risks
and limitations of AI models. Model cards encompass sections with
technical information like model description, model usage, training
and evaluation details, version and license, as well as the sections
on intended uses, ethical considerations, risks and limitations, out-
of-scope uses, and misuse.

Despite the intents of model cards, research reveals that only 17%
of model cards briefly address issues related to bias or ethics [4, 37].
Our analysis of a more recent snapshot from July 2024 of 450K
model cards finds this to be 14% (i.e., 64K model cards with risks
reported). Moreover, a staggering 96% of these cards have their risk
content copied from (i.e., identical to) an initial set of 2672 cards.
Furthermore, most model documentation is insufficient for reason-
ing about the impact of model adoption, as the risk sections in these
model cards are often criticized for being overly vague and generic,
which restricts their practical application in decision-making pro-
cesses [4, 15]. It has also been shown that anticipating the risks of
an AI system or a model is a hard task even for practitioners and
researchers with knowledge of AI [8, 19]. The increasing frequency
1https://huggingface.co/

of real-world AI incidents and harms [45, 68] is likely partly due to
the lack of transparency regarding risks associated with models de-
ployed [4, 13]. Risks can be reported as “model-specific”, i.e., risks
arising from the model’s unique capabilities or limitations (e.g.,
perpetuating harmful biases from training data), or “use-specific”,
i.e., contextualized risks tied to specific applications (e.g., biases
affecting attendees when transcribing virtual meeting).

Two key parallel areas of research attempt to address these chal-
lenges (Table 7). The first area focuses on enhancing AI risk doc-
umentation and developing supportive toolkits. Existing studies
have investigated approaches to improve the usability and effective-
ness of model cards such as introducing interactivity [15], adopting
nudging formats like DocML [4], and treating AI documentation as
a formal project deliverable [13] to encourage better documentation
practices. These efforts have contributed to improved reporting of
model-specific risks, particularly technical and capability-related
risks. However, they often fall short of contextualizing these risks
for specific uses [58]. This gap is becoming increasingly significant
as legal frameworks, such as the EU AI Act, prioritize evaluating AI
systemswithin their usage contexts [14]. To complementmodel doc-
umentation, researchers have introduced Risk Cards [17], a novel
documentation format. While Risk Cards emphasize the importance
of contextualizing risks for specific uses, they are designed to docu-
ment individual risks separately. As a result, representing the full
spectrum of risks for a single AI model would require multiple Risk
Cards. Additionally, Risk Cards explicitly discourage document-
ing specific models, making them unsuitable for comprehensive
model-level risk assessment.

The second area of research focuses on developing tools for pop-
ulating proposed documentation. These tools are designed to help
practitioners envision potential uses [29] as well as identify risks
and harms [11, 69] associated with AI systems. However, existing
tools do not consider the specific model underlying the AI system
and therefore do not generate model-specific risks, i.e., those unique
vulnerabilities or limitations tied to a particular model’s design,
development, or deployment. For instance, while these tools might
identify risks associated with text generation language models in
general, they fail to distinguish risks unique to different models that
could arise, for example, from the specific data they were trained
on (e.g., not safe for work images). For model cards in particu-
lar, a retrieval-augmented generation (RAG) [36] solution called
CardGen [39] has been proposed to assist in filling them in. How-
ever, CardGen adheres to existing textual formats when populating
risk sections, reinforcing the same shortcomings that have been
criticized [4, 37] rather than addressing them [4, 15].

To address the challenges of AI model risk reporting, we built
upon and contributed to both areas of research. In doing so, we
made three key contributions:

(1) Enhanced AI Model Risk Report (§3). Model reporting, includ-
ing risk reporting, is important for a variety of stakeholders
in the three AI phases of development, deployment, and use
[48], as it facilitates effective communication among groups
with diverse roles [27]. The AI developers who typically cre-
ate model cards are our key target audience. We identified
five key design requirements for AI model risk reporting
through a literature review and an iterative co-design study

https://doi.org/10.1145/3706598.3713979
https://huggingface.co/
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with 16 experienced AI developers. These requirements are:
identifying diverse model-specific risks, clearly presenting
risks, prioritizing them, contextualizing for real-world uses,
and offering actionable mitigation strategies.

(2) Automatically Pre-Populating the Report with RiskRAG (§4).
We developed a solution to support developers in producing
actionable and understandable model risk reports that align
with the previously identified five design requirements. Our
approach is data-driven, leveraging existing databases of
human-written risks and limitations in AI models (i.e., those
reported by developers in model cards, and those reported
by media professionals in AI incident reports). Specifically,
from an initial 450K model cards from HuggingFace, we
compiled a dataset of 2672 cards containing unique risk sec-
tions and incorporated 649 real-world AI incidents from the
AI Incident Database [45] to capture a diverse spectrum of
risks. RiskRAG utilizes a RAG framework to retrieve relevant
risks and mitigation strategies from these sources, present-
ing them in a clear and structured format (Figure 1 shows
an example).

(3) Empirically Validating the RiskRAG Report (§5). We first con-
ducted a baseline evaluation (§5.1) to validate the quality and
relevance of RiskRAG content against existing high-quality
model cards written by developers. Next, we ran a prelim-
inary user study (§5.2) with 50 AI developers tasked with
advocating for the adoption of an AI model in a high-risk
hiring application. Participants preferred using the RiskRAG
report for this task compared to a baseline model card (74%),
and rated it higher in meeting all the design requirements.
Although AI developers typically create model cards, these
reports are consumed by a broader audience, including non-
technical users. Hence, in the final user study (§5.3), we also
involved non-technical users to assess RiskRAG’s broader
relevance and its lower bound performance for general ap-
plicability. This study involved 38 developers, 40 design-
ers, and 37 media professionals, who were tasked with se-
lecting between two AI models for media industry tasks.
Across all groups, RiskRAG improved the argumentation in
the model selection explanation, and encouraged more cau-
tious decision-making. Participants consistently preferred
the RiskRAG report, citing its clarity and support in decision-
making.

Our solution improves risk reporting by providing: (1) an en-
hanced format, and (2) reducing the effort required for developers
to document high-quality risks in this format. Importantly, we
see RiskRAG not as a definitive solution but as a tool to assist AI
developers in creating effective risk reports.

2 Related Work
Two parallel areas of related research on AI risk reporting (Ta-
ble 7) focus on: (1) developing formats for documenting AI risks
(§2.1), and (2) creating automated tools to assist in filling in such
documentation (§2.2).

2.1 AI Risk Documentation
Various forms of documentation have been proposed to support re-
sponsible AI (RAI) practices: frommodel documentation (e.g., model
cards [48]), dataset documentation (e.g., datasheets for datasets [24],
data statements for NLP [3]), documentation for the purpose of us-
ing AI (i.e., ethics sheets for AI tasks [49]), to recent documentation
for AI risks (i.e., Risk Cards [17]).

Mitchell et al. [48] introduced model cards for transparent model
reporting, covering ethical considerations like sensitive data, po-
tential risks, unintended uses, and mitigation strategies. Over time,
model cards have become a standard, endorsed by regulations [14],
governance frameworks [63], and major tech companies [27].
Challenges. However, model documentation format is still evolv-
ing, with some sections more frequently completed than others. An
analysis of 32K model cards from HuggingFace revealed that only
17% of all cards and 39% of the top 100 most downloaded included
sections on risks and limitations [37]. Another study reported sim-
ilar findings when qualitatively analysing model cards also from
GitHub and organizational websites [4]. Similarly, an analysis of
dataset datasheets [24] found that while dataset descriptions are
usually complete, considerations for appropriate data usage receive
minimal attention [73]. Further analysis by Liang et al. [37] showed
that risk sections of model cards typically address data and model
limitations, focusing primarily on technical aspects. As a result,
developers often find current risk sections ambiguous and lacking
specificity [15], leading to a gap between what users need and what
is provided [4].
Solutions. To tackle these issues, Crisan et al. [15] explored de-
sign choices for an interactive model cards version, while Bhat
et al. [4] introduced DocML, a tool for improving documentation
practices through nudging and traceability. Similarly, to incentivize
risk reporting, Chang and Custis [13], suggested making model
documentation a mandatory AI project deliverable. Additionally,
Kennedy-Mayo and Gord [34] proposed restructuring the ethical
considerations section to clearly outline regulatory, reputational,
and operational risks. Beyond enhancing model cards, Derczynski
et al. [17] introduced Risk Cards, a new type of RAI documentation
specifically designed to address risks. Risk Cards are intended to
complement other documentation by enabling cataloging of indi-
vidual risks.
Research gap. To sum up, while previous research has explored
improving AI model documentation, it has primarily focused on
general practices rather than specifically addressing risk reporting.
The efforts that focused on risk reporting such as [34] still fall short
of contextualizing risks for specific uses. We argue that only when
contextualizing them to uses do the other types of risks, such as
human-interaction or systemic [68], begin to emerge. Moreover,
legal frameworks such as the EU AI Act prioritize evaluating AI
systems within their usage contexts [14]. Risk Cards do contex-
tualize risks for specific uses; however, they can only serve as a
complementary form of documentation rather than a substitute for
model cards, as they focus on individual risks rather than models,
and explicitly discourage documenting specific models in relation
to those risks. To address these limitations, we derived key design
requirements for an effective solution through a literature-informed
co-design process.
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2.2 Tools for Populating AI Risk
Documentation

The need for reporting AI risks both at the level of models and
specific uses is partly driven by standards like the NIST AI Risk
Management Framework [51] and regulations like the EU AI Act
[14], which mandate risk documentation based on the particular use
and context [26, 31]. Consequently, various AI impact assessment
reports [1, 6, 65] and cards [25] have been proposed to help AI
developers prepare the required documentation, particularly for
high-risk systems.
Challenges. Filling in this documentation demands envisioning the
AI system’s uses and risks. Besides, AI risk assessment challenges
[4, 13], AI developers often struggle to envision specific uses and
identify associated risks [29, 69].
Solutions. To address this, several semi-automatic tools have been
proposed. Herdel et al. [29] introduced a large language model
(LLM)-based tool, ExploreGen to support developers in envisioning
potential uses and assessing the regulatory risk associated with
each. Buçinca et al. [11] proposed AHA!, a tool combining LLMs
and crowdsourcing that assists in anticipating potential harms and
unintended consequences before developing or deploying an AI
system. Wang et al. [69] introduced FarSight, another LLM-based
tool designed specifically to support prompt developers working
with LLMs. Bogucka et al. [7] compiled risks of various AI uses that
have led to real-world harms, presenting them in a visualization
appealing to the broader public. All of these tools leveraged LLMs to
identify potential uses or risks for a given AI system. Lastly, Liu et al.
[39] introduced CardGen, a RAG pipeline that helps fill missing
sections in model cards, including the risk ones, using information
sourced from respective papers and GitHub projects.
Research gap. ExploreGen [29] produces only model uses, while
AHA! [11], and FarSight [69] produce use-specific but not model-
specific risks. For instance, they do not differentiate risks between
two image generation models, e.g., one trained on NSFW (not safe
for work) images, and another on safe images. The former model
warrants highlighting risks related to generating abusive, violent, or
pornographic content if misused, whereas the latter may not pose
such risks. As we will demonstrate, RiskRAG makes this distinction
(Appendix E). Moreover, most existing tools rely solely on LLMs,
which struggle with domain-specific or knowledge-intensive tasks
due to hallucinations, and a lack of grounding in the specific domain
knowledge [33, 76]. In contrast, RAG [36] combines retrieval with
AI-generated responses, reducing hallucinations and enhancing
task-specific accuracy without additional training [23, 55].

While CardGen [39] employs RAG, and is designed to fill miss-
ing sections of model cards on HuggingFace, including risk-related
sections, it does so by replicating the existing format, and with it,
its limitations identified in prior studies [4, 37]. Additionally, many
models on HuggingFace lack associated research papers or reposi-
tories, limiting CardGen’s effectiveness in generating risk-related
content for these models. Unlike CardGen, RiskRAG populates a
finer-grained risk report for all model cards, even those lacking as-
sociated papers or external repositories meeting our five identified
design requirements.

3 Deriving Design Requirements From
Literature and an Iterative Co-design Process

We derived the design requirements for effective model risk re-
porting by reviewing the literature to identify initial requirements
(§3.1). We then expanded on these through a co-design study with
AI developers (§3.2).

3.1 Design Requirements From Literature
To gather requirements for reporting risks of the AI models, we
began with a recent literature review (Figure 2, Step 1A). Our aim
was to create a foundational scaffold for a model card risk section
that could be enhanced in subsequent co-design iterations. We
sought to uncover major flaws in risk reporting by analyzing a
selection of well-scoped, high-quality papers rather than a large set
of papers identified by an exhaustive review. Prior literature has
demonstrated that this approach effectively generates initial design
considerations for artifact creation [6, 16].

We conducted a keyword search within the ACM Digital Library
(DL) as shown in Figure 3, choosing this resource due to its in-
clusion of SIGCHI publications and proceedings from AIES and
FAccT conferences, where we anticipated finding relevant papers.
Our search targeted articles published from 2019 onward, marking
the publication year of the first model reporting proposal, model
cards [48]. The initial search yielded 326 articles. After removing
extended abstracts, magazine articles, and other short-form papers
or reports, 263 articles remained.2 To ensure the relevance and
quality of these papers, we applied the following inclusion criteria:
(1) relevance to AI model risk reporting, (2) focus on the docu-
mentation practices of AI models, and (3) presentation of tools for
documenting AI models.

Based on these criteria, we screened papers by title and abstract.
This eliminated the majority of the papers focused on evaluating the
limitations of the model or domain-specific papers like healthcare
and education, narrowing our selection to six papers. Given the
rapid development of research on ethical, responsible, and trustwor-
thy AI, we also conducted a similar search in Arxiv to capture the
latest studies, which added two unpublished papers to our list, both
fairly referenced by other research attesting to their quality. The
final selection of eight papers [4, 13, 15, 21, 34, 37, 48, 52] provided
insights into the diverse aspects of AI risk reporting in model doc-
umentation, allowing us to synthesize initial design requirements
for the risk report.3 We conducted a full-text qualitative analysis of
these eight papers. A thematic analysis [9, 10] was employed, fo-
cusing on sections relevant to risk reporting to identify key design
requirements for reporting AI model risks. The first two authors
distributed the papers between themselves and reviewed them to
gain familiarity with their content. Using a bottom-up approach, we
then coded the different sections from each paper, refining them as
the coding progressed. This procedure resulted in 20 codes, which
were organized into a thematic map and grouped into 6 sub-themes.

2Supplementary Materials (Supp. Mat.) are available on OSF at https://osf.io/chjgp/.
We provide the entire list of papers in Supp. Mat. 1.1.
3Refer to §2 for a review of these papers. Appendix A lists these papers and their
relevance to risk reporting in model cards.

https://osf.io/chjgp/
https://osf.io/q8brn
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Figure 2: Our approach consists of three steps. Step 1: We identified design requirements through literature and a co-design
study with AI developers (§3). Each co-design session included an introduction (∼5 min), a model card review (∼15 min), and a
co-design task (∼20 min). After five iterations, we finalized the key design requirements. Step 2: We developed RiskRAG, using
retrieval-augmented generation to generate risk reports aligned with these design requirements, leveraging data from model
cards, and incident reports (§4). Step 3: We evaluated RiskRAG reports in two user studies (§5). In the preliminary study, 50 AI
developers compared a RiskRAG report to a baseline model card when assessing an AI model for a high-risk hiring scenario. In
the final study, 38 AI developers, 40 UX designers, and 37media professionals compared RiskRAG reports to baseline model
cards when selecting between two similar AI models for media industry tasks.

Keywords: (‘model cards’ OR ‘model documentation’ OR ‘model reporting’)
AND
(‘risk*’ OR ‘ethic*’ OR ‘harm*’ OR ‘bias*’ OR ‘abuse*’ OR ‘misuse*’)
AND
(‘AI’ OR ‘artificial intelligence’ OR ‘ML’, OR ‘machine learning’)

Search Query

Figure 3: Search query used for the literature review within the ACM DL repository.

The codebook that we generated is provided in Supp. Mat. 1.2. Fi-
nally, these led to two initial design requirements (IR) (Figure 2,
Step 1A):

IR1. Providing different types of model-specific risks. Risk report-
ing of models should include different types of potential
risks associated with model usage, including data and model
limitations.

IR2. Stating intended uses of the model. Risk reporting of models
should include intended uses of the model along with out-
of-scope uses and misuse, as all these are related to risk
reporting.

We used these requirements to generate the initial risk report,
which was designed to guide AI developers through a step-by-step

process to evaluate their models’ intended uses, assess model risks,
and also identify potential gaps.

3.2 Design Requirements From Co-design
We conducted a series of one-on-one co-design sessions (Figure 2,
Step 1B) with 16 AI developers (data scientists, researchers, and
engineers), since they are the primary target users of our solution.
Our co-design sessions were organized into five iterations. After
each iteration, a refined risk report was developed based on user
feedback. Consistent with prior research [6, 16], our sessions in-
tegrated semi-structured interviews with co-design activities to
enhance the study’s flow and efficiency. The resulting sequence of

https://osf.io/kubtz
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Table 1: Demographics of AI developers (P1-P16) who participated in our co-design sessions. Our participants have diverse
expertise with practical, hands-on experience in deploying AI models across real-world applications.

Version ID Gender Age Education Expertise
Yrs of expr.
in AI Role Hands-on Experience

V1
P1 Male 25 MSc NLP 4 Data scientist Chatbots for e-commerce applications
P2 Male 24 MSc NLP, CV 5 Researcher Facial expression generation for interactive user applications
P3 Female 22 PhD NLP, CV 5 Researcher Models for complex network analysis

V2

P4 Male 22 BSc NLP, CV 5 Software engineer Chatbots for hotel and finance applications
P5 Male 28 MSc CV 5 Researcher Human face generation for virtual user applications
P6 Male 33 PhD Recommender systems 5 Lecturer Recommender systems and data science
P7 Male 32 PhD CV, uncertainty quant 7 Researcher Earth observation models for satellite data

V3

P8 Male 30 PhD NLP 4 Researcher Smart reply systems to enhance user interaction
P9 Male 34 PhD Privacy-preserving ML 10 Researcher Augmented reality applications for preserving user privacy
P10 Male 29 PhD Reinforcement learning 6 Researcher Modeling physical activities like running
P11 Male 33 PhD NLP, bayesian ML 5 Data scientist Modeling marketing tasks and microscopic data

V4
P12 Male 40 PhD Data science, ML engineering 2 Researcher Anomaly detection in ECG signals for health monitoring
P13 Female 31 PhD ML security and privacy, NLP 7 Researcher Diffusion models for AI safety
P14 Male 22 BSc CV 1 Data scientist Misinformation detection in social media

V5 P15 Male 38 PhD ML, generative AI 5 Data scientist Personalization in retail for targeted customer offers
P16 Female 26 PhD On-device ML 5 Researcher Model deployments on small devices like microcontrollers

risk report artifacts, generated after each of the five iterations, is
presented in Appendix B, Figure 8.

3.2.1 Goal. The goal of these sessions was to understand AI de-
velopers’ requirements for reporting risks in model cards. The aim
was also to develop a refined risk report at the end of the iterative
co-design process that meets the identified requirements.

3.2.2 Participants. We aimed to achieve a diverse participant sam-
ple using snowball sampling, where the participants were asked to
identify other potential subjects. We used the following screening
criteria: (1) has graduate or undergraduate training in ML, statistics,
or a related field, or has more than 2 years of experience with AI;
(2) downloaded or uploaded a model from GitHub or HuggingFace
during the past six months; and (3) age 18 or older. We recruited a
total of 16 participants, including 13 men and 3 women, compris-
ing an equal number of professionals from industry and academia.
Participants brought diverse expertise, with extensive hands-on
experience in developing and deploying AI models for a variety of
real-world applications (see Table 1). Each iteration had three to
four participants.

3.2.3 Setup. Before the session, we emailed participants with a
demographic survey and a brief description of the session goals.
They were also asked to provide us with a model card of a model
they had used in the past six months. We prepared an initial ver-
sion of a model card with only the intended uses and risk-related
sections4 based on initial requirements (Appendix Figure 8). We
selected bert-base-uncased5 from HuggingFace. This model is
among the top 10 most downloaded models on the repository and
the second most downloaded model to have a risk-related section.

3.2.4 Procedure. Each 40-minute session included three activities:
Introduction (5 minutes): Participants introduced themselves, de-
scribed their AI/ML projects, shared their experience with platforms

4From the literature review, we found that risks of AI models were spread across
different sections. Hence, we considered any of the following sections to be risk-
related: intended uses, out-of-scope uses, risks, limitations, bias, ethical considerations,
and responsibility and safety. For mitigations, we added recommendations subsection.
5https://huggingface.co/google-bert/bert-base-uncased

like GitHub and HuggingFace, and discussed the documentation
practices of the models they used.
A review of a model card (15 minutes): Participants discussed
the model card they brought, focusing on risk-related sections.
They identified the sections they found most important for model
selection, and evaluated the usefulness of the present risk-related
content in anticipating potential model risks and challenges.
A co-design task (20 minutes): We introduced our version of the
model card (based on the iteration) along with a task, to determine
whether they would use the model for a specific high-risk use-case
(i.e., a chatbot that answers questions about applicant resumes, and
helps in filtering them) and to explain their reasoning. Participants
were encouraged to suggest improvements for each model card sec-
tion, focusing on information that would help them better complete
the task, identify missing or inadequately represented details, and
refine the risk section’s content and presentation. During earlier
iterations, sessions emphasized understanding what participants
needed to assess risks and justify model selection. In later iterations,
more time was allocated to critiquing and co-designing the artifact
itself.

Two authors facilitated each session: one led the questioning,
while the other took detailed notes. Sessions were recorded, with
participants’ consent, using online meeting software. After each
session, we analyzed the key issues and updated the model card
according to the requirements uncovered. This revised model card
was then tested in subsequent co-design sessions with the next
set of participants. By the time we developed the five versions of
the model card (refer to Appendix Figure 8 for an overview of
the iterations, which are described in Supp. Mat. 2.1), it became
clear that our co-design efforts had yielded sufficient insights. No
new significant issues were emerging, indicating that the design
had reached saturation. Following established practices in cyclical
action research [67], we decided to conclude the iterative process at
this point (see Figure 1 for a quick overview, and the final version
of the risk report is in Supp. Mat. 4.2).

3.2.5 Gathering initial design requirements from participants. After
each iteration, two authors conducted a thematic analysis [9, 10]
of the session’s transcripts, enriching them with session notes. We

https://huggingface.co/google-bert/bert-base-uncased
https://osf.io/usdfw
https://osf.io/c7t5u
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employed an inductive coding approach where we coded the data
to comprehend and highlight the requirements and issues raised
by the participants regarding risk reporting. These codes were
then jointly discussed and resolved for any disagreements. These
were then arranged into relevant themes to derive a list of design
requirements to be addressed in the next iteration of the model card
(codebook used for each iteration is in Supp. Mat. 2.2). These co-
design sessions with AI developers surfaced five additional design
requirements, which led to the design of a model card artifact where
no further refinements were deemed necessary (Figure 2, Step 1B):
IR3. Providing example real-world uses of the model. Risk reporting

should include example real-world uses of the model as it
can help users visualize how the model can be appropriately
used and the potential risks associated with real-world sce-
narios. Note that this requirement differs from providing
intended uses (IR2), which are more general (e.g., text gen-
eration tasks), while the participant asked for specific and
concrete examples (e.g., the model can be used by journalists
for generating news summaries). For example, P3 mentioned
“I would see like if there are some examples of the applications.
Like specific applications where it can potentially have the
risks. Then it will be helpful.”, while P1 explained “It can give
some practical world applications where it can be used. It just
says a sequence classification...some real applications.”

IR4. Providing strategies for mitigation. Risk reporting should in-
clude recommendations or guidelines on how to mitigate
the risks. For example, P4 expressed frustration with the
original model card “... because it’s not fine-tuned for that
specific task... even if they did give instructions [for use], it
does not supply alternative solutions.”

IR5. Presenting risks in a structured and easy-to-understand way.
Risks should be organized clearly and concisely, making
them easy to comprehend and act upon. For instance, P7
commented “I think sort of a clear structure [would be helpful]
few people will read through like a whole text section about
this thing, unless they really dive into this topic... So somehow
clearly structuring that... I guess it would be bullet points or like
some diagram that has a quick summary of these are risks and
biases and so on. And then more detailed information below...
people have short attention spans.”

IR6. Prioritizing risks. Risks should be presented in a prioritized
order, reflecting their impact and importance with which
they need to be addressed. As P8 noted, “Potentially some
way of just visually showing that, OK, these three out of the
six have been highlighted as being major risks.”

IR7. Contextualizing risks for specific real-world uses. Risks should
be clearly linked to particular real-world uses, making it
easier to understand their relevance and impact in specific
contexts. For instance, P3 expressed this requirement by
saying “like when I ask about my application then if it can
answer the possible risks and it will be really helpful.”

3.2.6 Rephrasing the design requirements. We consolidated the
design requirements gathered from the literature and co-design
process into five main requirements. We did this to make them
more focused and orthogonal to each other, as, for example, some
of the requirements were more specific versions of the other. This

also enhanced clarity, making it easier to implement the require-
ments in practice. For instance, the three initial requirements IR2
(intended uses), IR3 (example real-world uses), and IR7 (contextual-
izing risks) were all consolidated into a single new requirement R3
that encapsulates all of them.

Final design requirements:
R1. Providing different types of model-specific risks.
R2. Presenting risks in a structured and easy-to-understand way.
R3. Contextualizing risks for specific real-world uses.
R4. Providing actionable strategies for mitigating risks.
R5. Prioritizing risks.

4 Designing a Risk Reporting Solution
(RiskRAG) Based on the Requirements

To meet the identified design requirements for AI model risk re-
porting (Figure 2, Step 2), we developed RiskRAG (Figure 4), a
Retrieval Augmented Generation (RAG) based solution. An auto-
mated solution can effectively assist AI developers by simplifying
the complex task of envisioning and documenting AI model risks,
ensuring consistent and thorough reporting across different models.
RAG is well-suited for this task because it combines retrieval-based
and generation-based methods, ensuring that identified risks are
relevant and grounded in real-world knowledge sources. By lever-
aging real-world and human-written datasets with risks, RiskRAG
provides a reliable solution that complements developers’ expertise,
making it easier to report risks that meet all design requirements
gathered.

4.1 RiskRAG Architecture
RiskRAG uses a standard RAG architecture [36] (naive RAG as
described by [23]), which combines two stages: a retrieval model
and a generation model. We used pre-trained models for both, as
previous work [55] has shown that this method performs well
without needing extra training and generally does better than fine-
tuning models with specific data.

4.1.1 Dataset. We used two complementary datasets for retrieval:
model cards (a source of both model risks and mitigation strategies)
and the AI incidents database (a source of risks that resulted in
real-world harms).
Model cards dataset. We downloaded a snapshot of the model
repository published on HuggingFace6 in July 2024 using the HF
Hub API7. This consisted of 765,973 model repositories, out of
which 461,181 (60%) had model cards. For each collected model
card, we used regular expressions to search for risk-related sec-
tions. In particular, we searched for risks, limitations, bias, ethical
considerations, out-of-scope uses, misuse, responsibility and safety
sections. This led to 64,116 (14%) model cards with risk-related sec-
tions. In the absence of standardized and strict content requirements
by HuggingFace, collected model cards were mostly incomplete,
and many risk sections were only minimally modified copies of
existing ones. Specifically, among the 64,116 model cards with risk-
related sections, a huge majority (96%) had risk sections that were
exact duplicates of another card. We further filtered out this dataset

6https://huggingface.co/models
7https://huggingface.co/docs/huggingface_hub/v0.5.1/en/package_reference/hf_api
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Figure 4: Architecture of RiskRAG. We denote with R1-R5 different steps aiming at fulfilling the design requirements from
R1 to R5. The input to RiskRAG is a description of the model for which a risk report needs to be generated. The retriever
first extracts risk-related content from the top-𝑘 similar model cards and AI incidents (R1). The generator then adapts these
risks into a standardized format and structures them using the risk taxonomy in [71] (R2). The ExploreGen LLM module [29]
generates examples of real-world uses to which different risks are mapped to (R3). Mitigation strategies are similarly retrieved
from model cards, formatted, and mapped to the corresponding risks (R4). Finally, risks are prioritized based on the number of
uses they were mapped to and whether they have resulted in real-world incidents (R5).

and retained 2672 model cards having unique risk-related sections
(we kept the most downloaded among the cards with duplicate
sections), as our final model cards dataset (see Table 2 for statistics).
AI incidents dataset. The AI Incident Database8 is a publicly
accessible resource that catalogues instances where AI systems
have caused harm or failed in significant ways. By documenting
these events, the database aims to promote transparency, improve
understanding of AI risks, and guide the development of safer,
more reliable AI systems. We chose to utilize this database as an
additional source of risk information because it provides a crucial,
real-world perspective on the various types of AI model risks that
have manifested in deployments. As of March 2024, there were 649
incidents and 3412 reports, each incident derived from one or more
reports. For example, one of the incident descriptions is “Meta’s
open-source large language model, LLaMA, is allegedly being used
to create graphic and explicit chatbots [...] that participate in text-
based role-playing allegedly involving violent scenarios like rape
and abuse.”9 We collected the descriptions, metadata, and news
reports about these 649 incidents as our AI incidents dataset.

4.1.2 Retriever. RAG retrievers are used in tasks like question an-
swering, where the answers must be retrieved by comparing queries
to source documents using cosine similarity. We used this method
to retrieve risk-related sections from similar models as well as sim-
ilar descriptions from incidents by treating the model description
as the query. Our source documents included both model cards and
AI incident descriptions. We computed contextual embeddings for
query model descriptions and source documents. We calculated
similarity scores between the query and source documents to iden-
tify the top-𝑘 most similar models and incident descriptions in each

8https://incidentdatabase.ai/
9https://incidentdatabase.ai/cite/578

dataset. Despite differences in presentation, contextual embed-
dings effectively capture semantic meaning across model cards and
incident descriptions, as shown by prior research demonstrating
their ability to handle complex linguistic structures, ambiguous
word usage, and novel or domain-specific terms [2, 50, 58]. Some
incidents specify model names, as the one in §4.1.1 involving the
Llama model, which was matched to variants of Llama, as well as
similar text generation models such as falcon-7b or phi-2. Other
incidents lack specific model names but allow inference of the AI
system’s capabilities, linking them to relevant model types. For
example, the incident described as “alleged AI-generated photo
alteration leads to inappropriate modifications in speaker’s confer-
ence picture”,10 resulted from an Image-to-Image generation model
and was associated with models such as flux-ip-adapter-v2 or
instruct-pix2pix. We experimented with 𝑘 = 5, 10, 15 to opti-
mize for best results. From the top-𝑘 model descriptions, we took
their corresponding risk-related sections. These top-𝑘 risk-related
sections and retrieved incident descriptions are given as input to
the generator.

An analysis of our model card dataset showed that mitigation
strategies are either in a dedicated section like Recommendations or
Responsibility and Safety or integrated within risk-related sections.
Therefore, we used a combination of top-𝑘 retrieved risk-related
and recommendation sections for extracting mitigation strategies.

We experimented with one sparse model: tfidf n-gram and
three dense embedding models: SFR-Embedding-2_R, Linq-Embed-
Mistral and bge-large-en-v1.5.11 The dense models were se-
lected based on their high rankings in the Massive Text Embedding
Benchmark [50] (MTEB) leaderboard as of July 2024. The first one

10https://incidentdatabase.ai/cite/820
11https://huggingface.co/Salesforce/SFR-Embedding-2_R, https://huggingface.co/Linq-
AI-Research/Linq-Embed-Mistral, https://huggingface.co/BAAI/bge-large-en-v1.5

https://incidentdatabase.ai/
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led in overall performance across 56 datasets, the second one ex-
celled in retrieval tasks, and the third was the top performer with
the fewest parameters. The tfidf n-gram model was included
to compare the performance of traditional sparse representations
against state-of-the-art dense embeddings. We used the n-gram
range of 1-2.

4.1.3 Generator. RiskRAG uses GPT-4o [20] as generator (prompt
used is in Supp. Mat. 3.1), as it is one of the leading LLMs for a
variety of generation tasks [40], which also balances cost with
efficiency. We devised a two-step generation for risks:

(1) From the top-𝑘 retrieved risk-related sections and incident
descriptions, we generated risks in the desired format of
verb + object + [explanation], starting with an action
verb. We generated zero or more unique risks from each
retrieved risk-related section, and zero or more unique miti-
gation strategies from risk and mitigation-related sections.
Further, we classified risks along two dimensions based on
the taxonomy by Weidinger et al. [71]: where they occur
(capability, human interaction, or systemic), and the type of
harm they represent (e.g., representation and toxicity, mis-
information, malicious use). Risks generated from incident
descriptions were labeled as those that resulted in real-world
harm.

(2) RiskRAG uses ExploreGen [29] to generate a set of realistic
and diverse model uses described using a five-component
format: domain, purpose, capability, AI deployer, and AI sub-
ject [26]. ExploreGen outputs uses across 46 varied domains.
We prompted it to additionally sort these uses by their like-
lihood and took the top four as examples. Each generated
risk was mapped to a real-world use based on its relevance
to the use.

We devised a similar two-step generation for mitigation strategies:
(1) From the top-𝑘 retrieved risk-related and recommendation-

related sections, we generated one or more uniquemitigation
strategies in the same desired format as for risks.

(2) Additionally, each generatedmitigation strategywasmapped
to one or more of the generated risks for which it was rele-
vant.

After generating, RiskRAG prioritizes the risks (Figure 4, post-
generation) based on how frequently they are mapped to example
real-world uses, assuming that risks affecting more uses have a
greater potential impact. Additionally, risks that have resulted in
real-world harms in AI incident data are given a higher priority.
While quantifying the impact and priority of risks remains an open
research challenge [56, 57], this approach offers a simple and prac-
tical initial method for risk prioritization.

4.2 Meeting the Design Requirements
RiskRAG meets R1 (different types of model-specific risks) because
the retriever pulls risks from the most similar model cards, and
similar models usually share comparable risks and limitations. For
example, models trained on similar datasets or fine-tuned from
the same parent model often exhibit similar biases, ethical issues,
and fairness concerns. For instance, bert-base-uncased12 and
12https://huggingface.co/google-bert/bert-base-uncased

distilbert-base-uncased13 (later derived from the former) ex-
hibit similar biases related to gender and race, as noted in their
model cards. In the same vein, issues related to model interpretabil-
ity and robustness often arise in models with similar architectures,
regardless of their specific application areas. By retrieving between
𝑘 = 5 and 𝑘 = 15 similar model cards, the retriever enables us
to capture a substantial portion of the model-specific risks associ-
ated with the target model, which are predominantly technical and
model-capability-related [58]. To capture a broader range of risks,
especially human-interaction ones [68], RiskRAG also retrieves
risks from real-world AI incidents linked to the model’s use. For
example, the ChatGPT model is associated with AI incident 642,
which describes a glitch that disrupted user interactions with non-
sensical outputs.14 Since not all incidents specify the underlying
AI model, we link incidents to models performing the same task
(e.g., incident 642 would also be linked to other similar text genera-
tion models). These incidents often reveal harms from human-AI
interactions [68] that are underrepresented in model cards, further
helping to meet R1. Furthermore, the generator adapts all identi-
fied risks, both those originating from similar models and those
from related incidents, to the unique context of the target model.
This adaptation process may involve dropping risks that are not
applicable to the target model or modifying them to reflect the
model’s specific characteristics. For example, a risk such as “under-
represents cultures using non-English languages” might be adapted
to “underrepresents cultures using non-Chinese languages, if the
target model is trained on Chinese rather than English text.”

RiskRAG meets R2 (structured and easy-to-understand risks)
by generating the risks in a consistent and actionable format (as
described in §4.1). An example risk assigned to text generation
models is: “undermines user trust by providing inappropriate sug-
gestions.” This well-defined format ensures that risks are articulated
clearly, minimizing ambiguity.When risks are framedwith action in
mind, it becomes easier to implement effective mitigation strategies.
RiskRAG also structures these risks using the risk taxonomy [71]
further helping to meet R2. For instance, the example risk above is
classified under the category of information & safety harms and in
the human-interaction layer.

RiskRAG meets R3 (contextualizing risks for specific uses) by
mapping each risk to example uses generated by ExploreGen, con-
textualizing it for these specific real-world applications. For exam-
ple, if the model in question is designed for text generation, then the
risk “undermines user trust by providing inappropriate suggestions”
is applicable for the use detecting harmful content, while its risk
“violates fairness in recruitment by giving false positive results” is
applicable to the use enhancing job matching.

RiskRAG meets R4 (actionable mitigation strategies) by retriev-
ing mitigations frommost similar model cards and mapping them to
specific risks to provide strategies for risk mitigation. An example
mitigation for the risk mentioned above is: “filter the outputs of the
model for irrelevant or inappropriate suggestions.”

At last, RiskRAG meets R5 (prioritizing risks) by leveraging risk
frequency of occurrence across real-world uses and giving a higher
importance to the risks that have led to real-world harms based

13https://huggingface.co/distilbert/distilbert-base-uncased
14https://incidentdatabase.ai/cite/642
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Table 2: Statistics of our evaluation dataset for assessing
RiskRAG. From the whole dataset of 2672model cards that
do not have risk content copied from each other, we took the
top 10% most downloaded ones as our evaluation set.

Evaluation set Remaining set Whole dataset

Number of model cards 267 2405 2672
Average number of downloads 1181494.73 497.04 118508.41
Length of risk-related sections
(characters) 1233.22 707.12 759.69

on the AI incident data. For example, “violates privacy rights by
disclosing sensitive personal data” is given higher priority compared
to “replicates inherent biases in data” as the former was retrieved
from AI incidents and resulted in real-world harm.

To sum up, retrieving the top 5 to 10 similar model cards enables
the retriever to capture the broader context surrounding the tar-
get model, while the generator refines this content to address the
model’s unique characteristics and nuanced, context-specific risks.

5 Evaluating Our Risk Reporting Solution
Before evaluating whether RiskRAG produces risk reports that
meet the design requirements, we first needed to determine its
preliminary effectiveness in generating relevant risk content for
these reports. To do so, we initially conducted a baseline evaluation
(§5.1) of RiskRAG-generated content. Once we ascertained that
our method performs well, in a preliminary user study (§5.2), we
assessed the alignment of RiskRAG reports with the design require-
ments. In a final user study (§5.3), we evaluated whether RiskRAG
can assist in selecting the most suitable AI model for a given use
and support decision-making.

5.1 Baseline RiskRAG Evaluation
There are no standardized approaches for evaluating the RAG-
generated content [66]. The challenges arise from variations in
retrieved content and the common absence of ground truth for
customized generation pipelines [23, 46]. In our case, there is also
a lack of ground truth, as the model risk sections formatted accord-
ing to all our requirements do not yet exist (e.g., risks based on
uses sorted by priority). To address this challenge, we focused on
evaluating the risk content format that most closely matches those
available in existing model cards (i.e., individual risk/mitigation
descriptions).

5.1.1 Goal. The main goal of the baseline evaluation was to estab-
lish that it produces relevant risk content from which the final risk
report, meeting the design requirements, can be produced. An addi-
tional goal was to determine the optimal parameters for RiskRAG,
i.e., the retrieval (embedding) model to be used in the retriever, and
the number of similar model cards (𝑘) to be retrieved.

5.1.2 Evaluation setup. One more challenge for our evaluation was
that the risk sections in existing model cards are often incomplete
or sparse, making traditional evaluation methods with train and test
data splits difficult (e.g., we cannot include many model cards with
sparse risk sections in either the training or test set.). To address
this, we created an evaluation set using high-quality model cards

as a pseudo ground truth. Specifically, we automatically extracted
267 model cards, i.e., the top 10% most downloaded ones (see “Eval-
uation set” in Table 2). We used popularity as a proxy for model
card quality [37]. To ensure that these cards are indeed of high
quality, we manually inspected a subset of 30 cards. Table 2 shows
that, on average, these cards have longer risk reports compared to
other cards, and our manual inspection confirmed that they con-
tain non-sparse and generally carefully written risk content. Since
RiskRAG generates individual risks rather than complete sections,
we needed to adjust the evaluation set to match our output format.
We accomplished this by processing all the risk sections from the
evaluation set through step 1 of the RiskRAG generator (Figure
4). This resulted in a set of 215 model cards containing individual
risks (even among the most popular model cards, some were found
without risk content, and we dropped those), creating a pseudo
ground truth (G) in our proposed format. Finally, we compared
different retrieval (embedding) models and tested various values of
the parameter 𝑘 to identify the best performer and determine the
optimal 𝑘 . The complete evaluation setup is shown in Figure 5. To
determine the hyperparameters of the system, we also compiled a
separate validation set by randomly sampling model cards (𝑛 = 25)
using the same process, selecting from those that were downloaded
in the top 10% to top 20% range.

5.1.3 Metrics. We evaluated RiskRAG using two types of metrics.
First, BERTScore [75] measures the overall similarity between the
retrieved risks (R) and the pseudo ground truth ones (G). Second,
precision and recall assess the efficiency of retrieving individual
risks from the pseudo ground truth. To calculate precision and re-
call, we matched each retrieved risk (∈ 𝑅) with the pseudo ground
truth risks (∈ 𝐺) using BERTScore rather than direct string match-
ing. Direct string matching often misses contextually similar risks
with different phrasing, while BERTScore, by leveraging contextual
embeddings, more accurately assesses alignment between retrieved
risks and pseudo ground truth. We considered a retrieved risk as
correctly matched, if its BERTScore with a pseudo ground truth
risk exceeded a threshold of 0.6. This threshold was determined
through manual annotation on the separate validation set of ran-
domly sampled pairs of risks (retrieved, and pseudo ground truth).
For each pair, two authors evaluated whether the retrieved risk
was contextually relevant to the pseudo ground truth risk. We then
selected the threshold value that best aligned BERTScore matches
with these manual annotations.

Recall is calculated as the ratio of correctly retrieved risks to
the total number of pseudo ground truth risks (𝑅 ∩𝐺)/𝐺 , while
precision is the ratio of correctly retrieved risks to the total number
of retrieved risks (𝑅 ∩ 𝐺)/𝑅. We used the original implementa-
tion of BERTScore with contextual embeddings from a pre-trained
language model DistilBERT [62].

5.1.4 Results. Our evaluation results are presented in Table 3.
While there are no previous studies directly targeting our specific
task, the closest approach for comparison is CardGen [39]. CardGen
leverages RAG to generate model card sections based on input from
related papers and GitHub repositories. The BERTScores reported
by CardGen for risk-related sections, using various embedding mod-
els, range from 0.53 to 0.59, which is comparable to our results (0.53
for top-𝑘 = 5 and tfidf n-gram). It is important to note that our
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Figure 5: Baseline RiskRAG evaluation. This evaluation is performed on the evaluation set consisting of the top 10% most
downloaded model cards (Table 2). We first produced risks R with RiskRAG for each of these cards using only their model
descriptions. To assess the quality of RiskRAG’s output against the existing risk sections of these cards, we parsed these risk
sections through the generator (step 1) generating pseudo ground truth G to make them compatible with the risk content
generated by RiskRAG, enabling direct comparison.

Table 3: Results of the baseline RiskRAG evaluation. Information retrieval (precision and recall), and the text generation
(BERTScore) metrics are shown. The parameter top-𝑘 represents the number of most similar model cards from which risks
were retrieved.

top-𝑘 = 5 top-𝑘 = 10 top-𝑘 = 15

Precision Recall BERTScore Precision Recall BERTScore Precision Recall BERTScore
Linq-Embed-Mistral 0.32 0.71 0.51 0.20 0.75 0.42 0.15 0.78 0.37
SFR-Embedding-2_R 0.32 0.69 0.51 0.20 0.75 0.42 0.14 0.76 0.36
bge-large-en-v1.5 0.27 0.60 0.48 0.18 0.66 0.40 0.13 0.68 0.35
tfidf n-gram 0.34 0.71 0.53 0.21 0.75 0.42 0.16 0.77 0.37

task, which requires outputting risk sections in a format different
from the original model cards, adds an additional layer of complex-
ity to the retrieval process, making it more challenging compared
to CardGen.

Table 3 reports precision and recall alongwith BERTScore. Higher
recall indicates that RiskRAG successfully retrieves more risks
present in the pseudo ground truth model card, while higher preci-
sion reflects fewer false positives, meaning more of the retrieved
risks are indeed part of the pseudo ground truth. For top-𝑘 = 5,
tfidf n-gram achieved the highest precision (0.34) and BERTScore
(0.53) Both Linq-Embed-Mistral and SFR-Embedding-2_R also
performed well, each with a precision of 0.32 and a BERTScore of
0.51, demonstrating their competitive accuracy and similarity. As
the top-𝑘 value increases, all three models maintained strong recall,
with Linq-Embed-Mistral slightly ahead, reaching a recall of 0.78
at top-𝑘 = 15. This suggests that while tfidf n-gram excels in
precision and BERTScore, Linq-Embed-Mistral is slightly better
at retrieving a broader set of relevant risks. Precision is compara-
tively low, and declines as top-𝑘 increases. However, since the risk
sections in model cards in our evaluation set are likely incomplete,
lower precision does not always indicate false positives. Many re-
trieved risks may be missing from the pseudo ground truth but
remain relevant to the model as they are sourced from similar mod-
els. Additionally, Step 2 of the generator (not included in this part

of the evaluation) can filter out irrelevant risks, refining the results
further. Therefore, precision is less critical in our evaluation than
recall or BERTScore.

To confirm that RiskRAG generates a broad and relevant set of
risks despite low precision, and to resolve the tie between tfidf
n-gram and Linq-Embed-Mistral, we qualitatively examined the
risks for the ten most downloaded models from our evaluation set.
We chose 𝑘 = 10 for its broader risk coverage over 𝑘 = 5, while
avoiding the lengthy lists seen with 𝑘 = 15. Indeed, an initial man-
ual analysis on a validation set showed that 𝑘 = 10 best balanced
coverage and conciseness, given the incomplete risk sections in
many model cards. Upon the manual evaluation of the ten most
downloaded cards, we found that most of the risks retrieved were
relevant to the model in question, and were indeed missing in the
original card. For instance, the card for google/flan-t5-large15,
a multilingual text generation model, listed risks such as biases
in training data, and harmful, inappropriate, or explicit content
generation. RiskRAG expanded this by identifying additional rele-
vant risks, including hallucination, toxicity, misinformation, unsup-
ported languages, malicious use, and representational harms, such
as racial and gender stereotypes in online data. Although these risks

15https://huggingface.co/google/flan-t5-large

https://huggingface.co/google/flan-t5-large
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were not documented in the original card, they are relevant for com-
prehensive risk assessment. We also observed that low precision
was partly due to similarly worded risks across top-10 results and
the presence of use-specific risks from similar models that did not
directly pertain to the model for which risks were retrieved. These
issues get mitigated in Step 2 of the generator, where irrelevant
risks are dropped, and those specific ones are adapted.

We chose Linq-Embed-Mistral for the later user evaluation
(§5.2) for two reasons: (1) Comprehensive coverage. Linq-Embed-
Mistral provided a broader and more detailed set of risks. For
DistilBERT, tfidf n-gram primarily highlighted biases such as
“produces biased predictions despite neutral training data” and
“transfers bias to all fine-tuned versions”. Linq-Embed-Mistral
included additional risks related to domain-specific performance
and language issues like “underperforms on text from different
domains” and “underperforms on non-English languages”. (2) Rel-
evance. Linq-Embed-Mistral identified risks more pertinent to
specific tasks. For example, it captured risks related to image classi-
fication for the OpenAI CLIP16 model, such as “reduces performance
when input images are resized” and “memorizes duplicated images
in the training data”, which tfidf n-gram missed. Overall, while
tfidf n-gram highlighted major risks, Linq-Embed-Mistral of-
fered a more broad and relevant assessment, making it the better
choice for detailed risk reporting.

5.2 Preliminary User Study
We conducted a preliminary user study (Figure 2, Step 3 top) to
understand how AI developers perceive RiskRAG’s risk reports
relative to existing model card risk reports.

5.2.1 Goal. To assess whether RiskRAG’s reports meet the iden-
tified design requirements and are preferred over standard model
card risk reports when deciding whether to use an AI model for a
given task.

5.2.2 Study design. We conducted a within-subject study where
each participant evaluated two versions of a model risk report: a
baseline version containing the risk-related sections of the origi-
nal model card (control), and the model risk report generated by
RiskRAG (§4) (treatment). Specifically, we chose two similar text
generation models: Phi-3-mini-128k-instruct17 (downloaded
over 200K times in July 2024) and StableBeluga218 (downloaded
over 130K times in the same period). These models were selected be-
cause their original model cards feature relatively rich risk sections,
allowing for a fair comparison of the baseline with the RiskRAG re-
port. Participants were then asked to consider one of two high-risk
(according to the EU AI Act) uses for the models: (1) a chatbot to
evaluate and rank pre-interview assessments and (2) a chatbot that
answers questions about applicant resumes and helps in filtering them.
We focused on high-risk scenarios because effective risk reporting
is crucial in such contexts. Additionally, selecting applicants for a
team is commonly experienced by developers, making these model
uses relatable and relevant for our participants.

16https://huggingface.co/openai/clip-vit-large-patch14
17https://huggingface.co/microsoft/Phi-3-mini-128k-instruct
18https://huggingface.co/petals-team/StableBeluga2

We developed a web-based survey that included a real-world
task to be performed in both control and treatment conditions:

“Write a short email to your line manager asking for approval
to use this model. In your email, explain the technical and ethical
reasons why this model should be used, but also be candid about any
potential risks and discuss how they can be mitigated.”

The vast availability of AI models today makes it realistic for
developers to argue for the use of any particular one, and discuss
trade-offs with management. In the post-COVID world, where a
significant portion of work communication occurs online, as many
people still choose to work remotely [59], sending an email was
also considered a practical and relevant task.

5.2.3 Metrics. To assess how effectively RiskRAG met the require-
ments compared to the baseline risk sections from the original
model cards, we measured the following (left panel of Figure 6):
Q1. Does the risk report provide reliable information and cover a

wide range of risks? (R1)
We measured this by adapting an item for completeness and
another for perceived accuracy from the AIMQ information
quality assessment scale [35].

Q2. Does the risk report explain the risks in a clear and concise
manner that is easy to understand? (R2)
We used items on understandability and concise representation
from the AIMQ scale [35] to measure this.

Q3. Is the content of the risk report relevant to the use case presented
in the task? (R3)
We adapted and measured an item on information relevance
from the AIMQ scale [35].

Q4. Does the risk report offer clear strategies for mitigating risks?
(R4)
We adapted an item on ease of operation from the AIMQ scale
[35] to measure this.

Q5. Does the risk report effectively prioritize the risks? (R5)
We developed a custom item to measure this specific require-
ment that emerged during our co-design sessions.

Each question was rated on the scale from 1 (strongly disagree) to
5 (strongly agree).

The last metric we measured was the preference towards the
baseline risk report or treatment risk report from RiskRAG. For
uniformity, all metrics were measured using a 5-point Likert scale.
Finally, we also had two open-ended questions: “In what ways did
the report succeed in assisting you in completing the task?” and “In
what ways did the report fall short of assisting you in completing
the task?”

5.2.4 Participants. We focused on AI developers, who are respon-
sible for assessing how AI systems perform in specific use cases,
including evaluating human interaction effects and technical capa-
bilities within their applications [71]. We recruited 50 AI developers
through the online recruitment platform Prolific.19 To ensure the
suitability of participants, we applied four a priori inclusion cri-
teria, targeting individuals who held individual contributor roles,
worked in an engineering function within their organization, were
employed specifically for coding tasks, and used AI multiple times
per week. Additionally, we used two items from the AI literacy
19See https://www.prolific.com, last accessed Aug 2024.

https://huggingface.co/openai/clip-vit-large-patch14
https://huggingface.co/microsoft/Phi-3-mini-128k-instruct
https://huggingface.co/petals-team/StableBeluga2
https://www.prolific.com
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Figure 6: Quantitative results from the preliminary user
study: RiskRAG report outperformed baseline model cards
across all the metrics. We had seven questions mapping to
our design requirements to which participants were asked
to answer on a Likert scale from 1 (“strongly disagree”) to 5
(“strongly agree”). RiskRAG significantly outperformed the
baseline model cards, with a one-point higher rating, moving
from slight agreement to clear agreement on risk coverage,
and from neutral to agreement on mitigation clarity.

scale [12] to control for participants’ AI literacy and their attitudes
towards AI.

Participants’ ages ranged from 18 to 29 (40%) and 30 to 39 (60%).
All participants were male, residing in the U.S., and working as
individual contributors in non-managerial technical roles, including
engineering (33%), design (17%), data analysis (17%), and research
and education (17%). Regarding ethnicity, 40% identified as Asian,
20% as Black, 20% as Mixed, and 20% as White. In accordance with
our study requirements, 60% of participants reported using AI in
their work multiple times a week, while 40% used it daily.

5.2.5 Procedure. The entire procedure took place in three steps. In
the first step, participants answered a demographics questionnaire.
In the second step, participants were provided a brief introduction
to the tasks, followed by the first task in which participants had to
read either the control or treatment risk report, and write the email.
In the third step, they answered the questions about the chosen
metrics. They then proceeded to view the other risk report and
answered the same set of questions.

To counterbalance potential order effects, the sequence in which
the baseline and treatment risk reports were shown to participants
was randomized. To eliminate any effects from the type of AI mod-
els shown, each participant reviewed risk reports of two different
models with different real-world uses, randomly assigned to ensure
a thorough evaluation. Baseline and RiskRAG reports for the two
models are in Supp. Mat. 4.

Table 4: Statistical significance of the results in the prelimi-
nary user study: Wilcoxon signed-rank test results between
the baseline model cards and the RiskRAG report. The test
showed statistical significance across the majority of the cho-
sen quantitative metrics, indicating that the RiskRAG report
outperformed the baseline across all the identified require-
ments: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001; 𝑛𝑠:p>0.05.

metric z-statistic p-value

provide reliable information (R1) 63 *
covers a wide range of risks (R1) 60 ***
explain risks in a way that is easy to understand (R2) 100.5 ns
present risks in a clear and concise manner (R2) 103 *
be relevant to the use case in the task (R3) 87 ns
offer clear strategies to reduce risks (R4) 77 ***
prioritize the risks effectively (R5) 149 *
preference between RiskRAG report and baseline 331.5 **

5.2.6 Analysis. After confirming non-normality with the Shapiro-
Wilk test, we applied the Wilcoxon signed-rank test to assess if
the RiskRAG enhancements produced statistically significant im-
provements over the baseline. The results of the thematic analysis
of qualitative feedback from open-ended questions are detailed in
Appendix D.

5.2.7 Results. Figure 6 presents the breakdown of the quantitative
results. Across the questions, the participants rated the RiskRAG
report more favorably than the baseline model card. The largest
difference is evident for the questions on offering clear mitigation
strategies (R4), where the RiskRAG report scored 4.08 (“agree”),
and baseline card 3.08 (“neutral”), and for covering a wide range of
risks (R1), where the report scored 4.46 (“clearly agree”), and the
card 3.40 (“slightly agree”). While participants gave higher scores
to the RiskRAG report for explaining risks in easy to understand
way (R2) (4.17 for our report versus 3.75 for the baseline) and being
relevant to the use case in the task (R3) (4.27 vs. 4.04), the statis-
tical tests did not show statistical significance on these questions.
The differences in all the other questions, i.e., providing reliable
information, presenting risks in a clear and concise manner, and
prioritizing them effectively, were statistically significant (Table
4). The preference for the RiskRAG report over the baseline was
statistically significant, with 74% favoring it.

5.3 Final User Study
Through the preliminary user study, we established that RiskRAG
generates risk reports that fulfil all identified design requirements
and are preferred over existing risk reports in model cards. Subse-
quently, we conducted the final user study (Figure 2, Step 3 bottom)
to assess its effectiveness in decision-making and actionability.

5.3.1 Goal. To assess whether RiskRAG reports improve under-
standing of model risks, facilitate critical evaluation, and support
envisioning mitigation strategies better than standard model card
risk reports.

5.3.2 Study design. This study employed a 2×2 within-subject
design. The task was to assess two models for a real-world use
case, and select the one deemed more suitable. Each participant
completed this task across two conditions:

https://osf.io/chjgp/
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(1) Control: risk-related sections of the original model card;
and

(2) Treatment: RiskRAG-generated risk report.
For both conditions, the task was divided into two phases:

(1) Pre-report phase. Participants chose a model after review-
ing descriptions of two models and their intended use, pro-
viding an explanation for their choice.

(2) Post-report phase. Participants reviewed a brief incident
tied to the intended use and the risk reports (original model
card for control, RiskRAG for treatment). They could recon-
sider and change their previous model choice, explaining in
either case their final decision. This step assessed the impact
of the risk report on their decision-making.

This design enabled a direct comparison of participants’ decision-
making with and without RiskRAG reports, as well as with and
without baseline model card risk sections, providing insights into
their different impacts on model selection.

To test RiskRAG’s ability to generalize beyond text generation
models that we used in the preliminary study, we selected two pairs
of models, both of different type than text generation, each coupled
with an appropriate real-world use and an associated incident:

(1) Multimodal Models (Image or Text-to-Text): idefics-80b-
instruct20 and paligemma-3b-mix-44821, which take both
image and text inputs and produce text outputs. Use: Devel-
oping a system for a media organization to identify people
and objects in photos and generate alternative text descrip-
tions for web pages. Incident: The model mistakenly labelled
a Black couple as “gorillas”.22

(2) Automatic Speech Recognition (ASR) Models (Speech-to-
Text): whisper-large-v3a23 and canary-1b24, which pro-
cess speech input and convert it to text. Use: Creating a
system to transcribe spoken content into text for broadcast
subtitles. Incident: The model hallucinated violent language
and fabricated details, particularly during extended pauses
in speech.25

These medium- to high-popularity models, with rich risk-related
sections in their original cards, provided a strong baseline for
RiskRAG. The models were selected to have comparable strengths
and risks, ensuring no definitive “right” choice between them. This
allowed us to focus on how participants deliberated between differ-
ent pairs of models.

5.3.3 Metrics. Wemeasured the explanation quality to assess differ-
ences between the baseline condition and the treatment condition
in the post-report phase. Three authors, with extensive expertise
in responsible AI, human-computer interaction, computer vision,
and NLP, and with a strong publication record in AI applications,
risk reporting, impact assessments, and user study design, indepen-
dently annotated the explanations according to a scoring rubric.
Prior to performing any annotations, all evaluators participated
in a calibration session to ensure a consistent understanding and
20https://huggingface.co/HuggingFaceM4/idefics-80b-instruct, last accessed Nov 2024.
21https://huggingface.co/google/paligemma-3b-mix-448, last accessed Nov 2024.
22https://incidentdatabase.ai/cite/16/, last accessed Nov 2024.
23https://huggingface.co/openai/whisper-large-v3, last accessed Nov 2024.
24https://huggingface.co/nvidia/canary-1b, last accessed Nov 2024.
25https://incidentdatabase.ai/cite/732/, last accessed Nov 2024.

application of the scoring rubric, which is detailed in the Supp. Mat.
5.1, and summarized here:

(1) Number of identified risks: Evaluators counted the number of
identified risks in the explanation. These risks were either
in the context of the real-world use or supported model
selection, demonstrating the understanding of the report’s
content.

(2) Number of proposed mitigations: Evaluators counted the num-
ber of appropriate mitigation strategies proposed to counter
the identified risks.

(3) Task quality: Evaluators rated how effectively the explana-
tion communicated the trade-offs between risks and benefits
for the selected model. This was scored on a scale from 1
to 5, where a score of 1 reflected vague reasoning, lack of
argumentation, or no clear call to action, and a score of 5
reflected strong alignment with the task, robust mitigation
strategies, and a well-structured argument featuring diverse
trade-offs.

The inter-annotator agreement, calculated by a Fleiss’ kappa, ranged
from 0.82 for the number of identified risks to 0.78 for the task
quality. This confirmed that the evaluators agreed with each other
strongly. For each metric listed above, the final score was deter-
mined by averaging the scores given by three evaluators. The overall
explanation quality was then calculated as the average of the final
scores for all three metrics.

We measured the following decision metrics in pre- and post-
report phases for both conditions:

(1) Decision confidence: Participants’ self-reported confidence in
their model choice, measured with the question: ‘How confi-
dent are you in your ability to choose the most appropriate
AI model for this task?’. This was measured using a 5-point
numerical scale.

(2) Decision time: The time participants took tomake their model
selection.

(3) Preference: We also measured the preference between reports,
as used in the preliminary study (§5.2.3)

5.3.4 Participants. We conducted the study in three cohorts (Table
5): 38 AI developers, 40 UX designers and 37 media professionals
recruited through Prolific. For the 2×2 within-subject study, we
conducted a priori power analysis. A repeated measures ANOVA
with medium effect size (𝑓 = 0.40, 𝛼 = 0.05, 1 − 𝛽 = 0.95) indi-
cated a minimum requirement of 15 participants, which was met
and exceeded by all our cohorts. In the first cohort, we recruited
developers using the same inclusion criteria as in §5.2.4. In the
second cohort of UX designers, we recruited individuals who held
individual contributor roles, worked in a design or creative func-
tion within their organization and used AI at least once a week.
The third cohort included professionals in journalism, marketing,
communications, design, and creative roles, who use AI at least
once a week. We selected this group because they are the primary
users of the applications featured in the task. AI developers were
the most knowledgeable in the task, technology, and AI across the
three cohorts, and the task was most similar to their day-to-day
tasks at work.

https://huggingface.co/HuggingFaceM4/idefics-80b-instruct
https://huggingface.co/google/paligemma-3b-mix-448
https://incidentdatabase.ai/cite/16/
https://huggingface.co/openai/whisper-large-v3
https://huggingface.co/nvidia/canary-1b
https://incidentdatabase.ai/cite/732/
https://osf.io/me394
https://osf.io/me394
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Table 5: Self-reported knowledge and demographic characteristics of participants in the final user study.

Control Characteristic AI Developers (n=38) UX Designers (n=40) Media Professionals (n=37)

Expertise
Task 3.97 ±0.75 3.60 ±1.08 3.65 ±1.01
Technology in general 4.34 ±0.67 4.15 ±0.58 4.05 ±0.74
Artificial Intelligence 4.13 ±0.74 3.88 ±0.91 3.86 ±0.75

Task similarity Similarity with
day-to-day tasks 3.34 ±0.94 2.92 ±0.94 2.92 ±1.04

Age

18-29 years 47.4% 45.0% 40.5%
30-39 years 26.3% 22.5% 35.1%
40-49 years 18.4 % 22.5% 10.8%
50-59 years 5.3% 7.5% 10.8%
60 years and above 2.6% 2.5% 2.7%

Sex
Female 26.3% 32.5% 48.7%
Male 73.7% 67.5% 48.6%
Prefer not to say 0 0 2.7%

Ethnicity

White 34.2% 47.5% 40.5%
Black 34.2% 35% 35.1%
Mixed 18.4% 12.5% 21.6%
Asian 7.9% 5% 0
Other 0 0 2.7%
Not specified 5.3% 0 0

5.3.5 Procedure. The procedure consisted of three main steps.
(1) Participants provided informed consent; (2) Participants received
instructions for pre-report phase, selected a model, explained their
choice, and reported their decision confidence; and (3) Participants
received instructions for post-report phase, reviewed the risk re-
port, reconsidered their selection, explained their final choice, and
reported their confidence again. This process was repeated with a
second set of models using the alternate risk report. To counterbal-
ance order effects, the order of the baseline report and treatment
report was randomized, and the two multimodal and two audio
models were randomly assigned to either condition. Baseline and
RiskRAG reports for all four models are in Supp. Mat. 5.2.

5.3.6 Analysis. We used the Wilcoxon signed-rank test to analyse
the difference in explanation quality between control and treat-
ment. A 2×2 repeated measures ANOVA examined the effects on
decision metrics, identifying main effects and interactions to assess
whether RiskRAG reports significantly influenced confidence and
time compared to the control. We conducted inductive thematic
analysis [9, 10] to derive themes from participants’ model choices
and preference explanations. Following established coding proce-
dures [47, 60], two authors coded the data for the baseline condition
and report condition. The process involved familiarizing with the
data, iterative coding with refinement, and resolving disagreements
through discussion. This analysis yielded 62 codes organized into
a thematic map with 11 sub-themes and 5 themes for the report
condition, and 32 codes grouped into 6 sub-themes and 3 themes
for the baseline condition. The codebook is provided in Supp. Mat.
5.3.

5.3.7 Results. Explanation quality was higher for RiskRAG reports
compared to the baseline reports across all the three cohorts (Figure

7). For developers, both the number of proposed risks and mitiga-
tions (𝑊 = 104, 𝑝 = .041 and𝑊 = 130, 𝑝 = .021), as well as task
quality (𝑊 = 108, 𝑝 = .011) were significantly higher. For design-
ers, the number of identified risks (𝑊 = 157, 𝑝 = .016) and task
quality (𝑊 = 139, 𝑝 = .001) were significantly higher. Although the
differences did not reach statistical significance, the explanations
of media professionals were also of higher quality.

Regarding decision metrics, Table 6 shows that decision confi-
dence was significantly different in post-report phase when com-
pared to pre-report phase for the developers’ (𝐹 (1, 38) = 6.11, 𝑝 =

.018) and media professionals’ (𝐹 (1, 38) = 6.11, 𝑝 = .030) cohorts.
Their confidence decreased after interacting with the reports, with
a greater drop observed in the treatment condition compared to
the control. Designers showed a similar trend, although it was not
statistically significant. We will later examine these lower confi-
dence scores in relation to participants’ free-form comments. As we
will show, participants in the treatment condition reported more
cautious argumentation in their explanations, and that was linked
to their decreased self-reported confidence. No significant effects
were observed for decision time. Lastly, while we intentionally se-
lected models of comparable quality, it was insightful to examine
participants’ decision changes with respect to to their initial model
choices after they interacted with RiskRAG versus the baseline.
Developers changed their mind more with RiskRAG (82% vs. 76%),
as well designers (70% vs. 62%), but not media professionals (73%
vs. 78%).

Regarding preference between the reports, the RiskRAG report
was favored by 58% of developers, 63% of designers, and 70% of
media professionals.

https://osf.io/chjgp/
https://osf.io/a49fq
https://osf.io/a49fq
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Table 6: Results for decision confidence from the final user study. A 2x2 analysis based on two factors: (baseline vs. treatment)
and phase (pre-report vs. post-report). Significant results are highlighted in bold. Confidence dropped significantly from before
to after seeing the risk report for developers and media professionals, with a bigger drop after seeing RiskRAG compared to
the baseline. ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001

Metric Factors AI Developers (n=38) UX Designers (n=40) Media Professionals (n=37)

Decision
confidence

Condition (Main effect) F(1,37) = 0.39 F(1,39) = 0.00 F(1,36) = 2.26
Phase (Main effect) F(1,37) = 6.13* F(1,39) = 0.09 F(1,36) = 5.10*
Condition x Stage (Interaction) F(1,37) = 0.59 F(1,39) = 1.06 F(1,36) = 2.03

Baseline RiskRAG
1

2

3

4

5
developers =0.39, W=79.50, p=0.003**

Baseline RiskRAG
1

2

3

4

5
designers =0.50, W=139.00, p=0.001***

Baseline RiskRAG
1

2

3

4

5
media prof =0.24, W=180.00, p=0.071

Figure 7: Results for explanation quality (𝑦-axis) from the final user study in three cohorts: developers, designers, and media
professionals. Mean explanation quality (𝜇) improved for all cohorts after using RiskRAG, as opposed to the baseline reports,
with statistically significant increases as shown byWilcoxon test results (𝑊 , 𝑝) for developers and designers. *𝑝 < 0.05, **𝑝 < 0.01,
***𝑝 < 0.001. After using the RiskRAG report, participants identified higher number of relevant risks and mitigation strategies
and provided better quality explanations for their model selection compared to baseline.

Qualitative Results. Participant preferences for the RiskRAG report
revealed five key themes. Below we describe these themes along
with major sub-themes.26
Supporting decision-making: In this major theme, participants
appreciated the report’s ability to simplify the cognitive load for
analysis as it provided clear structure, prioritized risks, and re-
vealed stakeholder impacts, enabling effective comparison across
models and their decision-making. “Risk heatmaps are effective for
summarizing complex data and can be especially useful in fast-paced
decision-making scenarios.” (P0, dev).27 “I can understand easily what
is good and what is bad, to compare and make a decision easier.” (P11,
des). A key sub-theme that emerged across all cohorts was cau-
tious decision-making. Participants expressed greater awareness
of potential risks, leading to more deliberate choices: “I’ll proceed

26The full codebook with all sub-themes is in Supp. Mat. 5.3.
27We represent participants by their ID and cohort, dev: developers, des: designers,
med: media professionals.

cautiously with the use of MODELX given the serious ethical and
reputational risks highlighted by past incidents.” (P1, des) “I would
deliberately undertake a training to the developers and the teams that
will be involved in generating the content on information sensitivity,
reputation and consistency of information.” (P4, dev) “This model,
with its larger scale and instruction-based design, has the potentials
to produce more accurate and nuanced description [...] However, even
a large-scale model must be thoroughly tested for bias, especially in
diverse contexts, to avoid making harmful associations.” (P35, med)
Clear, contextualized risk reports emphasizing real-world harms
led participants to approach model selection more carefully. Ex-
plicit examples of past incidents increased awareness of potential
consequences, prompting them to reconsider choices initially based
solely on technical details. This shift in awareness contributed to a
notable reduction in decision confidence in the RiskRAG group dur-
ing the post-report phase. Although both groups showed decreased
confidence after reviewing risk reports, we did not see detailed

https://osf.io/a49fq
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deliberation in the baseline condition. By providing tangible exam-
ples of harm, RiskRAG encouraged more thoughtful, self-reflective
decision-making, shifting model selection from a purely technical
focus to a more cautious, risk-aware approach.
Effective risk communication: Participants valued consistent,
comprehensive, actionable insights about potential risks. “It has a
much more detailed and comprehensive analysis and also a balanced
assessment.” (P5, med). “I choose Risk Heatmap because it is a valuable
tool for identifying, assessing, and communicating risk visually and
effectively with broad contexts.” (P2, dev).
Accessible presentation: This theme emphasizes the role of vi-
suals and accessible formatting in usability. “I prefer risk report A
[RiskRAG] because it is visually appealing, elaborate, and uses simple
and understandable language. Risk Report B is shallow and plain, and
does not give people the motivation to read and comprehend what
it reports.” (P28, med). Even developers, the most knowledgeable
cohort, acknowledged that the report simplified technical jargon,
making it easier to understand. “The risks were clearly outlined...
which helps demystify the technical jargon and allow users to make
ethical decisions.” (P30, dev).
Risk prioritization for mitigations: Participants noted that the
structured categorization supported better prioritization and plan-
ning. “I prefer risk report A because the heatmap type made it easier
to spot key risks quickly and prioritize actions.” (P36, des).
Initial learning curve: A challenge emerged, with some partici-
pants citing the initial cognitive load required to familiarize them-
selves with the report. “Though understanding the heatmap was a
bit of a struggle, it gets easier once you understand.” (P1, dev).

For the userswho preferred the baseline, two key themes emerged,
highlighting potential areas for improvement for RiskRAG.
Detailed textual explanations: baseline allowed easier interpre-
tation for some participants. “The text-based format allows for more
comprehensive explanations of the risks and mitigations.” (P34, des).
“The structured text clarified the nuances and provided specific ex-
amples, making it easier to evaluate the ethical implications.” (P22,
dev).
Familiarity and experience: Participants highlighted the comfort
they felt with the familiar textual style of baseline risk content,
aligning with their prior experiences in similar tasks. “Because it
was something I had encountered before this study... made it easy for
me to express my thoughts.” (P11, dev).

5.4 Ethics
All three studies, including co-design and evaluation, were approved
by the authors’ organization. Participants received informed con-
sent detailing the study’s purpose, data usage, and their rights.
Confidentiality and anonymity were ensured, with data handled ac-
cording to established ethical guidelines. Participants recruited via
Prolific were compensated at a minimum rate of $12/hour. Research
materials, such as study artifacts and thematic analysis codebook
were shared in compliance with transparency criteria outlined by
Salehzadeh Niksirat et al. [61].

6 Discussion
In this study, we introduced RiskRAG, a Retrieval Augmented
Generation-based system designed to improve the risk reporting

process for AI models. Our work addresses a gap in current AI
model documentation practices, particularly in model cards, which
often lack comprehensive and specific risk assessments tailored to
both the model and AI uses. Through iterative co-design and user
studies with a total of 181 AI developers, UX designers, and media
professionals, we empirically demonstrated that RiskRAG provides
more contextualized and actionable risk reports, compared to the
baseline model card risk sections. RiskRAG encouraged a more
cautious and deliberative approach to model selection, effectively
supporting decision-making.

6.1 Data-driven Solution for Risk
Documentation for AI developers

In contrast to previous efforts that leverage LLMs to envision AI
risks [11, 29, 69], RiskRAG is grounded in real-world datasets, ensur-
ing a robust and adaptable solution. It employs retrieval-augmented
generation to source human-written risks from model cards or doc-
umented real-world harms, minimizing hallucinated or generic
risks. RiskRAG enhances existing solutions that replicate prede-
fined formats or focus on subsets of model cards (e.g., CradGen tied
to research papers or GitHub repositories [39]). Instead, it works on
all model cards, addressing critical gaps in current methodologies
for risk reporting as highlighted in Table 7. Risk Cards [17] do not in-
clude model-specific risks or mitigation strategies, Kennedy-Mayo
and Gord [34] omit risk categorization, and neither documenta-
tion solutions address risk prioritization. Current solutions offer
partial solutions but fail to meet the comprehensive requirements
of risk documentation identified. ExploreGen [29] generates uses
but not risks, while AHA! [11] and FarSight [69] produce risks for
abstract AI systems without tailoring them to specific models or
prioritizing them. Additionally, none propose actionable mitigation
strategies. In contrast, RiskRAG uniquely prioritizes risks based
on real-world harms, while associating each risk with tailored mit-
igation strategies. However, we believe these previous solutions
can complement RiskRAG. For instance, RiskRAG did not show
statistical significance in participant responses regarding whether
risks were adequately contextualized to the use case or not. In-
corporating tools like FarSight, which generates risks for specific
applications, could enhance RiskRAG’s ability to provide a more
comprehensive and context-sensitive risk assessment.

RiskRAG demonstrates strong potential for generalizability, of-
fering two key benefits for unseen and lesser-known models: its
structured template prompts developers to generate meaningful
risk content, and the generated reports serve as a valuable start-
ing point compared to a blank slate. To assess this capability, we
selected four lesser-known models from the 450K snapshot of mod-
els from HuggingFace (selection process and the models described
in Appendix E). Manual evaluation of their RiskRAG-generated
reports confirmed the utility and relevance of the outputs. These
generated reports, shared in Supp. Mat. 3.2, illustrate how RiskRAG
can support effective risk documentation even for models lacking
extensive prior information, reinforcing its adaptability and broader
applicability.

Further, RiskRAG’s architecture is designed for scalability, en-
abling seamless integration with larger and more comprehensive

https://osf.io/tmz58
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Table 7: Comparison of RiskRAG to closely related prior works in two main research areas: AI risk documentation, and tools
for populating such documentation. For the AI risk documentation solutions, we examine whether they address each of our
identified design requirements and whether they are specifically designed for model cards. For tools populating the AI risk
documentation, we assess whether their content meets the requirements, is tailored to model cards, and whether it leverages
RAG techniques. AI documentation proposals, Risk Cards and Model Cards in 2024 lack prioritization of risks (R5), do not
address mitigation strategies (R4), or structure them according to taxonomies (R2). Tools for populating AI risk documentation
such as ExploreGen, AHA!, FarSight, and CardGen do not focus on generating model-specific risks (R1), mitigation strategies
(R4), or to prioritize them (R5), and they mainly rely on LLMs only. While CardGen uses RAG techniques, it produces risk
content mimicking existing model cards, which itself falls short of the design requirements.

Model-specific
risks (R1)

Structured
risks (R2)

Contextualized
to uses (R3)

Mitigation
strategies (R4)

Prioritization
of risks (R5)

Designed for
model cards

Uses
RAG

AI Risk Documentation

Risk Cards [17] ✗ ✓ ✓ ✗ ✗ ✗ -
Model Cards 2024 [34] ✓ ✗ ✓ ✓ ✗ ✓ -

Tools for Populating AI Risk Documentation

ExploreGen [29] ✗ ✗ ✓ ✗ ✗ ✗ ✗
AHA! [11] ✗ ✓ ✓ ✗ ✗ ✗ ✗
Farsight [69] ✗ ✓ ✓ ✗ ✓ ✗ ✗
CardGen [39] ✓ ✗ ✗ ✗ ✗ ✓ ✓
RiskRAG (ours) ✓ ✓ ✓ ✓ ✓ ✓ ✓

datasets, such as the MIT AI Risk Repository28 [64], the Automa-
tion Incident Repository (AIAAIC) Repository29, and the OECD AI
Incident Monitoring system (AIM)30. This ensures that RiskRAG
remains flexible and future-proof, evolving as new data emerges.
Additionally, RiskRAG reports offer clear and actionable mitiga-
tion strategies for each identified risk, empowering model users to
address potential issues proactively before deploying them. Impor-
tantly, we envision RiskRAG not as a final solution but as a tool to
support AI developers in producing effective risk reports. Starting
with its generated content and structured format, developers can
update, omit irrelevant risks, and be inspired to produce new ones,
fostering a collaborative and iterative approach to AI risk docu-
mentation. This process not only streamlines risk assessment but
also addresses the challenge of limited motivation for AI develop-
ers to identify potential harms [42, 43] by providing a structured,
accessible foundation for risk documentation.

6.2 Raising Awareness and Promoting
Responsible AI Use

As of July 2024, out of 450K model cards on HuggingFace, only 64K
included risk-related sections, and just 2672 of those were unique.
This means that approximately 86% of model cards on HuggingFace
do not mention any risks. These numbers are consistent with find-
ings from previous studies [4, 37]. Our co-design study supports
these results, as AI developers reported that they typically focus on
the technical aspects of model documentation, often overlooking
risk-related sections. However, they also reported feeling enlight-
ened and inspired by the risk content we provided during the study,
in alignment with research showing that even AI practitioners and
researchers find it challenging to anticipate the risks associated
with AI systems and models [8, 19].

28https://airisk.mit.edu/
29https://www.aiaaic.org/aiaaic-repository
30https://oecd.ai/en/incidents

The practical potential of RiskRAG lies in its integration with
platforms such as HuggingFace, GitHub, Model Zoo31, PyTorch
Hub32, or Google AI Hub33. It can serve as a template of or an
interactive interface for model card creation, enabling AI developers
to prioritize model-specific risks and mitigations contextualized to
diverse uses. Through an interactive process, developers can refine
risk assessments, retrieve relevant examples of AI incidents, and
identify mitigation strategies with reduced effort. Crowdsourced
feedback could further enhance RiskRAG, refining its prioritization
techniques and producing tailored, actionable reports over time.

Our findings highlight RiskRAG’s ability to foster deliberative
and cautious decision-making. The preliminary study confirmed
that RiskRAG met all desired requirements, while the final study
demonstrated its effectiveness in enhancing users’ ability, devel-
opers, designers, and media professionals alike, to identify risks,
devise mitigations, and improve explanation quality. By deepen-
ing users’ understanding of model impacts, RiskRAG can enable
more informed decision-making, such as opting against unsuitable
models, strengthening risk management, and making critical adap-
tations prior to deployment. This approach helps prevent harmful
incidents and promotes ethical AI use, ensuring AI technologies
are developed and deployed in alignment with responsible and safe
practices.

6.3 Broader Implications: Model Cards, Public
Outreach, and Policy Making

Recent efforts have sought to enhance the ethical considerations
and risk sections in model cards [17, 34]. The current standard
for documenting AI models—model cards—can be significantly en-
hanced through the integration of insights from our work with
RiskRAG. Specifically, the risk sections could be transformed to

31https://modelzoo.co/
32https://pytorch.org/hub/
33https://cloud.google.com/vertex-ai/

https://airisk.mit.edu/
https://www.aiaaic.org/aiaaic-repository
https://oecd.ai/en/incidents
https://modelzoo.co/
https://cloud.google.com/vertex-ai/
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reflect the detailed risk assessments generated by RiskRAG, mak-
ing risk documentation more comprehensive. This enhancement
has the potential to establish a new best practice, encouraging
deeper engagement with potential risks. Consequently, this could
position model cards as robust foundations for impact assessment
reports [5, 6, 44], enabling thorough evaluations before deploy-
ment. RiskRAG also opens new research avenues regarding the
presentation of use-specific risks and mitigations in model doc-
umentation. By tailoring risk information to specific use cases,
model cards could evolve to resemble impact assessment reports,
offering a more structured approach to decision-making about the
consequences of deploying AI models in various contexts.

Beyond risk sections, our user-centred approach to developing
RiskRAG could inspire improvements across other sections of model
cards, such as model and data specifications. By optimizing the
presentation and usability of model cards, they can become more
accessible, informative, and effective for developers at all levels.

As regulatory scrutiny [14, 30] around AI technologies increases,
businesses and developers must ensure compliance with evolving
laws. RiskRAG can streamline this process by identifying risks
and aligning its reporting with specific regulatory requirements,
reducing the complexity of navigating legal frameworks and help-
ing organizations address potential compliance gaps proactively.
This alignment ensures models meet regulatory standards from
the outset. Moreover, RiskRAG has the potential to enhance the
accessibility of risk information for both the general public and poli-
cymakers. Participants in our study highlighted concerns about the
lack of transparency in traditional risk reports, perceiving missing
or unclear information as intentional, affecting trust and account-
ability. As one participant noted, “It seems in their documentation
to pretend like they’re conveying actual information.” (P25, dev),
while another stated, “It made me feel as though it was actually
hiding information about its risks that it would rather have people not
know.” (P24, dev). By presenting clearer and more comprehensive
insights, RiskRAG could foster greater trust, enabling stakeholders
to make better-informed decisions and promoting more responsible
AI governance.

6.4 Limitations
RAG Model Biases and Hallucinations. Retrieval-Augmented
Generation (RAG), while better than Large LanguageModels (LLMs)
at grounding generated information in external databases and re-
ducing hallucinations, has limitations. Retrieval bias may occur if
certain model cards are over-represented, though our user studies
with diverse model types (e.g., text generation, image and text-
to-text, speech-to-text) showed high-quality risk generation. By
incorporating real-world incident risks, we further reduced reliance
on model cards and captured undocumented risks. Frequency bias
in risk prioritization, based on incident frequency, could lead to an
over-focus on certain risks and under-focus on others, if the inci-
dent repository, in this case AIID, is biased. This can be mitigated by
integrating multiple repositories such as the OECD AIM [54] and
the AIAAIC. Despite fewer hallucinations than LLMs [23, 55], RAG
systems still occasionally generate incorrect risks. For example,
RiskRAG incorrectly flagged “generates disinformation by creating
misleading or false images” for a model that processes but does not

generate images (i.e., an image-to-text model). In our experiments,
emphasizing model type, as well as types of input and output of
the model in prompts, minimized such errors. Since RiskRAG is
designed to assist, not replace, developers, these errors pose limited
risk, as developers can and are expected to refine outputs. Future
work could add a secondary generative agent to verify risks and
further reduce hallucinations.

Lastly, we acknowledge that some risks extracted by our method
may not be entirely relevant to a specific model. In our evalua-
tion detailed in §5.1, we automatically validated the quality and
relevance of the retrieved risks; however, due to the challenge of
recruiting highly knowledgeable AI and ethical experts for specific
models, we could not conduct a large-scale expert study on this
issue. Instead, we manually assessed the quality of risks for two
sets of models: four models for which the three authors had high
expertise, and four less-known models (discussed in Appendix E).
When asked, “Are the risks relevant to the model and its type?” on a
scale from 1 to 5, the average response across all models was 4.75,
indicating strong agreement on their relevance.
Limitations of Evaluation Data. We selected the most popu-
lar model cards for our pseudo ground truth dataset, which may
inadvertently favor newer models that are closely aligned with
existing and well-known models. To verify RiskRAG’s performance
on lesser-known models, we conducted an additional experiment
(Appendix E), which confirmed its effectiveness. Future work could
explore incorporating additional information specific to the new
models (e.g., its associated paper, similar to CardGen) to enhance
output quality in such cases.
Artificial Setting and Study Scope. Although we worked with
165 AI stakeholders across two studies and provided realistic tasks,
the studies were conducted in controlled settings rather than real-
world environments, and they were one-time experiments rather
than longitudinal. This limits the external validity of our findings,
especially concerning RiskRAG’s long-term performance.
Learning Curve and Adapting to RiskRAG. Thematic analysis
revealed that some participants favoring RiskRAG initially faced
challenges in adapting to it, while those who preferred baseline
reports often cited familiarity as the key factor for their choice. This
disparity, alongside preference scores from the final study—58%
for developers compared to 70% for media professionals—suggests
that AI stakeholders accustomed to traditional reports may require
additional effort to adjust to RiskRAG. Future research should ex-
plore a hybrid approach, blending RiskRAG’s visually structured
matrix with textual explanations and tabular examples common in
existing reports, as proposed by some of our participants: “Although
the heatmap allows you to see at a glance, I think I prefer the text... I
think the ideal would be a combination of both” (P6, des).
Incomplete (Systemic) Risk Coverage. Although participants
perceived RiskRAG’s reports to be more detailed, there is a chance
that risks derived from similar models could still be incorrect, as
discussed above. Furthermore, systemic risks, which take longer
to materialize, are difficult to fully capture even with real-world
incident data [68]. Thus, RiskRAG’s coverage of systemic harms
may still be incomplete.
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Pretrained Models. We used pretrained embedding models for
RiskRAG without further fine-tuning, based on prior work suggest-
ing this approach generally works well. However, given the com-
plexity of generating detailed risk content, future research should
explore whether pretraining RAG components on model card data or
real-world incidents could improve the quality of risk assessments.
Static Presentation. We focused on static PDF presentations of
model cards, but it is likely that an interactive format would be
even more effective. Future work should explore how developers
interact with dynamic, interactive versions of RiskRAG, where risks
and mitigations adapt based on the selected use case. Additionally,
a community-driven feedback mechanism could invite developers
to report new risks encountered during production, enriching the
risk database over time.

7 Conclusion
Our work on RiskRAG demonstrates the potential of a data-driven,
AI-assisted risk reporting system that aligns with the needs of AI
developers. By addressing gaps in current model card risk reporting
and providing actionable insights, RiskRAG fosters responsible
AI use and improves risk documentation practices. With further
refinement and adoption, RiskRAG could significantly enhance how
AImodels are evaluated and deployed in the real world, contributing
to safer and more transparent AI systems.
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A List of papers selected from literature to elicit
design requirements for risk reporting

(1) Model cards for model reporting [48]. The paper introduces
the concept of model cards, aimed at providing transpar-
ent documentation of AI models. The ethical considerations
section was intended to demonstrate the ethical considera-
tions that went into model development, surfacing ethical
challenges and risks, and the mitigation strategies that were
used. Model cards should identify potential risks and harms
associated with the model’s usage. It should explicitly state
the primary intended uses of the AI model. This helps users
understand the scope and limitations of the model, reducing
the risk of misuse.

(2) Interactive model cards: a human-centered approach to model
documentation [15]. This paper discusses enhancing model
documentation, specifically through interactive model cards.
They find that current risk sections are ambiguous and the
topics of safety and ethics were too abstract.

(3) Using model cards for ethical reflection: a qualitative explo-
ration [52]. This paper discusses the role of model cards in
ethical reflection, which is crucial for understanding and
documenting AI risks. The paper finds that developers selec-
tively document ethical concerns in AI model cards, high-
lighting potential risks of incomplete ethical reflection in AI
development. This suggests the need for better documenta-
tion practices to ensure more ethically informed AI design.

(4) Aspirations and practice of ML model documentation: Moving
the needle with nudging and traceability [4]. This paper fo-
cuses on the gaps between proposed model documentation
practices and actual practices. They found that only about
35% of models’ documentation had a discussion about bias
or ethics and only 10% about mitigating them.

(5) Understanding implementation challenges in machine learning
documentation [13]. This paper addresses the challenges in
implementing ML documentation, which is essential for un-
derstanding the hurdles in reporting AI risks. They suggested
making documentation a project deliverable to incentivize
better practices.

(6) Model ChangeLists: Characterizing updates to ML models [21].
This paper explores documenting updates to ML models,
which relates directly to maintaining and reporting AI risks
throughout the model lifecycle.

(7) What’s documented in AI? Systematic Analysis of 32KAIModel
Cards [37] An analysis of 32Kmodel cards fromHuggingFace
revealed that only 17% of all cards and 39% of the top 100
most downloaded included sections on risks and limitations.
They found thatmodel cards report the limitations of the data
used for training and the technical and societal limitations
of the AI model.

(8) "Model Cards for Model Reporting" in 2024: Reclassifying Cate-
gory of Ethical Considerations in Terms of Trustworthiness and
Risk Management [34]. proposed restructuring the ethical
considerations section to clearly outline regulatory, reputa-
tional, and operational risks.
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B Reporting artifacts generated during the
co-design process

We provided an overview of the iterative development of the risk
report during our co-design process in Figure 8.

C RiskRAG and CardGen
We compared RiskRAG with CardGen using the CardBench evalu-
ation set (Table 8). Of the 294 model cards in CardBench, only 40
contain any risk-related content (referred to as “bias” in [39]). For
a fair evaluation, we focused on these 40 model cards. To evaluate
RiskRAG, we adapted the ground-truth model cards in CardBench
to focus on individual risks, as detailed in §5.1.2 and illustrated
in Figure 5. For CardGen, we assessed its performance solely on
the risk-related content (“bias”) in CardBench, consistent with the
evaluation reported in [39]. For both approaches (RiskRAG and
CardGen), we reported the same automated metrics applied to
CardGen as in [39]: ROUGE [38], BERTScore [75], BARTScore [74],
and NLI-finetuned models [41, 72].

As shown in Table 8, RiskRAG consistently matches or outper-
forms CardGen across all metrics. Although the formats of the risk-
related content vary between the two approaches, we believe the
evaluation results remain informative, demonstrating that RiskRAG
provides competitive risk-related content.

D Qualitative analysis of feedback from
Preliminary Study

Two authors conducted an inductive thematic analysis [9] of quali-
tative feedback from open-ended questions using established qual-
itative coding methodologies [47, 60].Participant responses were
documented as sticky notes, and themes were collaboratively de-
veloped based on this data. The authors resolved disagreements
through discussion, ensuring consensus. Each identified theme was
supported by quotes from at least two participants, demonstrating
data saturation [28].

Having established that the participants preferred RiskRAG re-
port to the baseline one, we thematically analyzed the content of
their qualitative responses to learn why. In their answers to the
preference explanation, participants praised the RiskRAG report
for (R1) comprehensive detail and depth of information (P11: ‘It is
also a lot more detailed, saving me the time to answer follow-ups po-
tentially.’); (R2) clarity and structure (P28: ‘The tabular view made it
much easier to understand the level of risk per use case and to quickly
see if my use case was a high risk.’); (R3) context-specific relevance
(P3: ‘I preferred Risk report A because the risks were presented and
categorized depending on whether they were applicable to the use
cases being shown or not.’); (R4) actionable mitigation strategies (P36:
‘Report B was much more helpful because it specifically spelled out
the potential ethical and safety hazards and potential solutions for
tackling them.’); and (R5) prioritization of risk information (P2: ‘It
more clearly prioritized certain risks and their real-world harm so
that more important risks could be more focused on.’). In addition
to these themes relating our design requirements, also the follow-
ing three themes emerged in participant responses: (1) usability
for decision-making and communication (P7: ‘There is plenty of
information stated in A to make an informed and helpful email.’ and
P26: ‘Risk report A helps with the task more.’); (2) visuals and layout

(P19: ‘The one with the graphics is better because it is more visual
and allows you to consume much more information immediately.’ and
P29: ‘Risk report A provides a more visual overview of factors that
is easier to scan and comprehend.’); and (3) trust in transparency
compared to the baseline report (P24: ‘It made me feel as though
Risk report B was actually hiding information about its risks that it
would rather have people not know.’).

E Generalizability of RiskRAG to unseen and
lesser known models

To evaluate the generalizability of RiskRAG, we selected four lesser-
known models from the snapshot of 461,181 model cards on Hug-
gingFace. Using cosine similarity, we compared the names of these
models against 2.6K model names in our dataset (4.1.1), quantifying
their semantic alignment. The four models with the lowest simi-
larity scores were identified, ensuring they were among the least
similar to those used to develop RiskRAG. This approach provided a
diverse and challenging subset for testing RiskRAG’s robustness on
novel and less familiar cases. The selectedmodels34 spanned various
types—text-to-image, text-classification and text-generation—and
had low usage, with downloads ranging from 5 to 60. The generated
risk reports are available on Supp. Mat. 3.2.

None of the four selected models originally included any risk-
related sections. In contrast, RiskRAG generated 21, 25, 21, and 19
risks for each model, respectively. We manually inspected the re-
ports of these models and found them not only relevant, but provid-
ing substantial support for creating otherwise missing risk sections.
For instance, the text-to-image model CyberHarem/toyokawa_
fuuka_theidolmstermillionlive, which generates NSFW anime char-
acters, received a report with 25 relevant risks—13 of which were
sourced from the AIID dataset. Identified risks included: “produces
illegal content due to inclusion of CSAM in the dataset”, “promotes
abusive violent or pornographic materials if misused”, “reinforces or
exacerbates social biases” and “damages reputations by associating
individuals or groups with offensive content”. This confirmed that
the risks and mitigations in these reports were relevant, demon-
strating RiskRAG’s ability to produce meaningful outputs even for
lesser-known models.

To assess whether the identified design requirements were met
for these lesser-known models, three authors independently rated
the reports using the same evaluation criteria from the preliminary
study (§5.2.3). The average scores across the five requirements were
4.17 (R1), 4.33 (R2), 4.00 (R3), 2.67 (R4), and 3.17 (R5). Most require-
ments were adequately satisfied, with scores similar to those in the
user study (Figure 6). The lower score for mitigation strategies (R4)
likely reflects a common pattern in model cards, where mitigation
details are generally less thorough than the identified risks; and this
gap is even more pronounced for lesser-known models, where both
risks and mitigation strategies are often scarce or entirely absent.

34https://huggingface.co/artificialguybr/studioghibli-redmond-2-1v-studio-
ghibli-lora-for-freedom-redmond-sd-2-1, https://huggingface.co/CyberHarem/
toyokawa_fuuka_theidolmstermillionlive, https://huggingface.co/MouezYazidi/XML-
RoBERTa-CampingReviewsSentiment, https://huggingface.co/TahaCakir/enhanced_
turkishReviews-generativeAI

https://osf.io/tmz58
https://huggingface.co/artificialguybr/studioghibli-redmond-2-1v-studio-ghibli-lora-for-freedom-redmond-sd-2-1
https://huggingface.co/artificialguybr/studioghibli-redmond-2-1v-studio-ghibli-lora-for-freedom-redmond-sd-2-1
https://huggingface.co/CyberHarem/toyokawa_fuuka_theidolmstermillionlive
https://huggingface.co/CyberHarem/toyokawa_fuuka_theidolmstermillionlive
https://huggingface.co/MouezYazidi/XML-RoBERTa-CampingReviewsSentiment
https://huggingface.co/MouezYazidi/XML-RoBERTa-CampingReviewsSentiment
https://huggingface.co/TahaCakir/enhanced_turkishReviews-generativeAI
https://huggingface.co/TahaCakir/enhanced_turkishReviews-generativeAI
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Table 8: Evaluation of RiskRAG using ROUGE-L (R), BERTScore (BE), BARTScore (BA), and NLI pre-trained scorer (NLI). We
provide CardGen scores on risk-related sections (termed ‘bias’ in [39]) for top-k = 10 as those are the only reported in [39] for
comparison. RiskRAG matches or outperforms CardGen across all metrics, indicating RiskRAG could provide competitive
risk-related content.

top-k = 5 top-k = 10 top-k = 15

Model ↓ Metric→ R BE BA NLI R BE BA NLI R BE BA NLI
Linq-Embed-Mistral 0.38 0.79 -3.30 0.69 0.36 0.75 -3.89 0.69 0.31 0.72 -4.15 0.65
SFR-Embedding-2_R 0.40 0.79 -3.31 0.69 0.37 0.76 -3.93 0.73 0.30 0.72 -4.28 0.73
bge-large-en-v1.5 0.37 0.78 -3.44 0.75 0.31 0.76 -3.84 0.70 0.22 0.71 -4.52 0.68
CardGen - - - - 0.20 0.59 -3.76 0.62 - - - -
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Figure 8: Overview of the iterative development of the risk report, highlighting changes in structure, presentation, and
prioritization across five rounds.



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Rao et al.

Figure 9: Final study: Differences in decision confidence (𝑦-axis) before and after interacting with RiskRAG reports compared to
the baseline reports for each of the three cohorts. The phase (before and after risk report) had a significant main effect on
decision confidence for developers and media professionals, with confidence decreasing more for the RiskRAG report than the
baseline (*𝑝 < 0.05).
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